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Introduction

In a recent article in the JCR, Smith and Stam (2004) call into question the usefulness and

applicability of what is know as the common priors assumption (hereafter the CPA) in the

modeling of countries’ strategic behavior in international relations. While we acknowledge

that it is possible to incorporate non-common priors in models of politics in a mathematically

consistent fashion, we do not agree with the article’s claims regarding the limitations of the

common priors approach, which motivate the authors’ rejection of it. Moreover, we believe

that if the objective of modeling international interactions using game theoretic tools is to

identify causal mechanisms, in this case linking the knowledge and/or information of players

to causes of war, it is much more fruitful to remain within the common priors framework.

That is, the assumption that players share a common prior at some initial stage is not simply

a convention that we are taught in a game theory course, but an epistemologically desirable

modeling choice if our objective is explanation. In particular, for the study of information

and/or knowledge and war, the CPA requires the theorist to explain both the divergence

and subsequent convergence of beliefs about war in a logically consistent fashion. Absent

the discipline imposed by the common priors assumption, we are left with explanations of

war that, at their core, claim nations fight because they have heterogenous priors. This is

the informational equivalent to a tautological argument that nations fight wars because they

like to.

While admitting their approach is a “radical” departure from the standard approach

to information, Smith and Stam claim that it “is a significant technical innovation and a

more accurate account of the empirical world.” The authors claim that the assumption of

common priors implies that if two countries observe the same information, they must have

the same beliefs. Since this does not happen in reality, the argument goes, we should reject

the common priors assumption and instead view uncommon priors as modeling differing

world views, through which the same information is interpreted differently.1 However, we

1As the authors put it, “the heterogeneous-beliefs approach that we employ instead fo-

cuses on underlying differences in how actors think the world works.”
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contend that the common priors framework can, in fact, be flexible enough to account for

the variety of situations that they argue require its abandonment. Our justification for

this claim has two parts. First, we argue that Smith and Stam’s “innovation” of modeling

countries’ differing world views (in which beliefs fail to converge in the presence of the same

information) can be accommodated in the standard common priors framework. Second, we

show that, contrary to the claim of Smith and Stam, it is possible within the common priors

framework for new public information to lead to “learning” in which beliefs diverge, rather

than converge.

The Scope of the Common Priors Assumption

So what exactly is the common priors assumption? When we assume common priors, we

are assuming that the beliefs of rational players in a game are generated by updating, via

Bayes’s rule, a single prior over a commonly known set of states (Lipman 2003). Clearly,

the CPA places limits on what beliefs are possible among rational actors. The outstanding

question is then: are these limits as severe as is implied by Smith and Stam? That is, can

two rational actors observe the same event and reach different conclusions about their likely

success in war? By our reading, there are really two questions here. First, does the CPA

permit two rational countries to know that the same event has occurred and hold different

beliefs about some second correlated event? Second, does the CPA allow two countries to

learn the “same thing” is true and hold different beliefs about the decision relevant event?

In this section, we show via several examples that the answer to both questions is yes and

conclude that, contrary to the claims of Smith and Stam, it is not neccessary to reject the

CPA in order to model these occurrences.
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Technical Preliminaries

In this note we use a method of modeling information, sometimes called a knowledge model,

that is quite general.2 A knowledge model consists of three elements: a state space, denoted

Ω, with generic element ω, that defines the possible realizations of decision relevant variables

for actors, a probability measure on that space, denoted π(ω), which is the common prior at

the focus of our discussion, and a collection of information partitions Pi, one for each of n

players. For each ω ∈ Ω, Pi(ω) is interpreted as the collection of states that individual i thinks

are possible when the true state is ω. These partitions represent all relevant information for

the actors, such as their educational background, any inputs they may receive from advisors,

life experience, etc. Our justification for assuming that the information of players can be

represented by a partition is that it can be shown that a partition is the only information

structure consistent with Bayesian rationality.3

Priors, Posteriors, and What is Known

Consider the example described by Smith and Stam of two countries (A and B) observing

the effects of a new weapon in some third party’s war. In order to incorporate this example

into our knowledge model, define the following two events. Let Ω be given and let G be

the event (defined as a subset of states) that country A will win a war between A and B.

Next, consider the third party war. Since evidence from this war implies something about

the outcome of a conflict between A and B, let the event E be correlated with G and define

it as the set of states consistent with viewing the outcome of the third party war. We may

also suppose that G∩E 6= ∅ and E 6⊆ G, so that E does not imply that one of our two states

will win for sure. That is, E does not resolve all uncertainty about the true state belonging

to or being outside of G.

To describe the information of countries, we begin by assuming for simplicity that the

2For a more detailed discussion of models of knowledge applied to international relations

see Fey and Ramsay (2004).
3For an accessible proof of this result we refer the reader to Rubinstein (1998).
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common prior is uniform. That is, π(ω) = 1/k, where k is |Ω|.4 Also, suppose that since each

observing country has a different military history, different strategic planners, and different

advisors, each country may assess the implications of the new weapon differently. As such,

we can represent the differences in the countries’ views by information partitions, one Pi

for each. Since the countries’ knowledge of the circumstances relevant for a war with the

other differ, these partitions will differ. We can call each countries’ partition a world view or

theory. Like Smith and Stam, without loss of generality we can assume that these partitions

are common knowledge. That is, each side knows how various aspects of the state of the

world will influence the others beliefs about the true state of the world, and each knows the

other knows, etc.

Finally, suppose that E is known to each country at the true state of the world. Note,

while both countries know E, it is not common knowledge that they know it. E is not

common knowledge because A and B view the war from afar and no single country can be

sure that the other knows the war’s details.

Given the difference in the two countries’ private information, we may wonder, does

the CPA require that knowing how the new weapons influenced the third party war imply

the countries agree on the probability that A will win a bilateral war? Even though these

countries are rational, the answer is no. Consider the following example.

Suppose that there are six possible states of the world, Ω = {ω1, ω2, ω3, ω4, ω5, ω6}, that

G = {ω1, ω2}, and E = {ω1, ω2, ω5, ω6}. Recall, that due to various histories, advisors, and

theories of war, the “world views” of countries A and B differ, in a way that is determined

by their information partitions. Let these two partitions be

PA = {{ω1}, {ω3, ω4, ω5}, {ω2, ω6}}, (1)

PB = {{ω1, ω3}, {ω2, ω5, ω6}, {ω4}}. (2)

Given these partitions we can then also define a knowledge operator such that country i

4The results do not depend on this assumption, but it removes unnecessary clutter from

the exposition.
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knows an event F when ω ∈ Ki(F ), where

Ki(F ) = {ω : Pi(ω) ⊆ F}, (3)

and, as knowledge can be contingent on the state of the world, suppose that ω = ω2.

Since KA(E) = {ω1, ω2, ω6} and KB(E) = {ω2, ω5, ω6}, both A and B know E at ω2. Yet

even though both A and B know E, at ω2 the probability A assigns to the true state being

at a state in G is 1/2 and the probability B assigns to being in G is 1/3. So, even though

both countries know E, and they are rational, they need not hold the same assessment of

A’s likelihood of success in war. Why is this the case? For the exact reason Smith and

Stam argue, the two countries have private information, or theories, that also influences

their beliefs. As such, the simple fact that both countries know some event has occurred

does not change the fact that their beliefs about A’s success in war are different.

So, if mere knowledge of an event correlated with the probability of A’s success in war

does not necessarily lead countries to have the same assessment of the likelihood A will win

a war, does “learning” about the state of the world necessarily imply equal assessments? In

order to assess this question we must consider a dynamic model of knowledge.

Priors, Posteriors, and What is Learned

We begin by noting that, as Geanakoplos (1992) points out, we can model limited knowledge

(or private information) by analogy to a far-off observer who cannot quite distinguish some

objects from another. Therefore, differences in information are captured by the idea that

different actors can tell different states of the world from one another. Therefore, if a player

is “learning” they will have different partitions at different points in the learning process. We

can also say that one actor has “worse” information than another (or herself at a different

time) if her partition consists of a coarsening5 of the other’s. So, a player is learning if

they can better distinguish between various possible states. In particular, learning is often

5One partition coarsens another if each coarser (less informative) partition has atoms

that consist of unions of the atoms of the finer (more informative) one (Aumann 1998).
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about being able to eliminate some state of the world from being the true state. Such a

logic underlies any signaling or screening model, where only certain types of players will take

certain actions or where a random variable can only take on certain values under certain

conditions.

So let us now consider the effects of refining the information partitions of players. It is

easy to show that there exist refinement processes that do not lead to immediate convergence.

That is, if we consider the situation where two countries are learning about A’s probability

of winning a war with B, we need not conclude that the countries share the same posterior.

Here, again, we proceed with an example.

Suppose that after observing the use of the new weapon described above, the players

“learn” how to distinguish ω6 from all other states. To show how this learning process

can easily be translated into the setting found in Smith and Stam, consider the following

reformulation of their model. Let the state space be all the possible realizations of the

sequence of battles during a war. Then suppose that in the true (realized) state the war

proceeds deterministically with state A winning the first battle. Obviously, both countries

know that if A wins the first battle, then any state of the world in which B wins the first battle

could not be the realized state. Therefore, both countries have learned how to distinguish

the states where B wins the first battle. In particular, they can eliminate those states from

being possible and adjust their beliefs accordingly.

Clearly, this new information changes both countries’ posterior probabilities that A will

win a war between A and B. In fact, if we coarsen PA and PB as given above by allowing

them to distinguish ω6 from all other states, A then believes that she will win a war with

probability 1, while B believes the probability of success for A is only 1/2. Note that the

countries’ posteriors are still not the same, i.e., learning the “same thing,” where the same

thing is that the realized state is not ω6, need not lead to common posterior beliefs.

Moreover, it is not only the case that learning may not lead to convergence, it might be

that learning the same “fact” induces countries’ beliefs to diverge. Consider the following

two information partitions for A and B.
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P′
A = {{ω1}, {ω3, ω4}, {ω2, ω5 ω6}}, (4)

P′
B = {{ω1}, {ω2, ω3, ω5}, {ω4, ω6}}. (5)

At ω = ω2, Bayes’s rule implies that both countries believe the probability that A will win

a war between A and B are 1/3, albeit for different reasons. Next, coarsen both countries’

partitions such that they have both learned how to differentiate ω3 from all other states.

Now, the countries beliefs diverge; A still holds the belief that she will win a war with

probability 1/3, but B now believes A’s probability of success is 1/2.6 Therefore, we can

conclude that assuming common priors does not prevent divergence in countries’ beliefs,

even if both countries learn the “same thing.”

Conclusion

In sum, we have demonstrated that the common priors framework is consistent with the

following points: (1) mutual knowledge of an event that is correlated with the likelihood

of success in war is not sufficient to make countries hold the same beliefs; (2) it is not

necessarily the case that when two countries “learn the same thing,” by observing some

state dependent event, that they must hold the same posterior beliefs. (3) with rational

agents, it is possible for learning to produce divergence in posteriors where there was once

convergence. These points highlight the fact that, in Bargaining and the Nature of War, the

common priors assumption is not the problem. That is, the common priors framework is

flexible enough to allow for the various factors that the authors wish to incorporate in their

model. However, this flexibility does not mean that the “agreeing to disagree” result would

go away in a model of war. The real problem is that the common priors framework rules out

6As may be obvious, if the two countries “learn enough” their beliefs about A’s probability

of success will converge. For finite state spaces this convergence will happen at in a finite

number of steps. See Sebenius and Geanakoplos (1983) and Geanakoplos and Polemarchakis

(1982).
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the possibility of rational actors taking up “irrational” bets, like inefficient wars, when it is

common knowledge that someone is going to lose and that there exists some pareto-optimal

alternative to fighting. While a full formal exposition of this fact is beyond the scope of this

note, this result is quite general.7

Finally, we arrive at the substantive problem of interpreting the non-common priors

assumption. As Aumann (1998) has demonstrated, if we interpret differing world views or

theories as the product of life experience, and we wish to maintain the claim that the actors

in our model are rational (i.e., apply the rules of conditional probability), it can only be the

case that the common priors assumption is appropriate. To make the point another way,

suppose we were to abandon the common priors assumption. The question then becomes:

what are heterogenous priors if they are not differences in information? If they are not the

product of education, culture, or life experience, what do they represent? As even Morris

(1995) concedes, the common priors assumption enables us to focus on pure informational

dynamics, but he then argues that not all modeling issues in economics are informational.

While this may be fine for Morris, the problem is that the argument in Bargaining and the

Nature of War is about information. It is about what countries know before they fight

and why they believe what they do. By Aumann’s (1998) result, one could even argue that

Smith and Stam’s argument requires the use of the CPA. But, if they were to assume common

priors, the question remains as to whether or not any fighting would occur in equilibrium.

So, in the end, we have three points to make. First, while we agree that there is nothing

inherently wrong with assuming non-common priors, the limitations of the common priors

framework are not as severe as implied by Smith and Stam. In particular, if we conceptu-

alize players as having different theories as to how the world works resulting from private

information, i.e., the way they were taught in graduate school, their cultural and social back-

ground, and their “life experiences,” it is relatively easy to show that even with common

priors the same event can lead rational agents to draw different conclusions. In fact, the only

time when players’ beliefs must agree is in the case where their beliefs are about a common

7See Fey and Ramsay (2004) for a formal treatment of this claim.
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knowledge event, when actions are common knowledge, or when the players posteriors are

common knowledge (Geanakoplos 1992). That is, it is not true that different world views

or theories require a departure from the CPA. Second, given that we often believe that

differences in assessments of the probability of success in war result from differences in ed-

ucation, culture and information and, as Aumman shows, internally consistent information

arguments require the common prior assumption, we are left wondering how to interpret the

non-common priors assumption. In many ways, the argument that states fight wars because

they have non-common priors begs more questions than it answers. Finally, the CPA is not

merely a convention we accept because we may be taught to invoke it in our analysis. Rather

it is an epistemologically desirable assumption that forces the theorist to provide a complete

explanation of the way uncertainty may affect players’ decision making in a strategic setting.

As such, the abandonment of the CPA is something that should not be taken lightly.
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