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Abstract
Since Beck, Katz, and Tucker (1998), the use of time dummies or splines has be-

come the standard method to model temporal dependence in binary data. We show
that there are potential problems with each of these approaches, especially in the case
of time dummies. We propose a simpler alternative: using t, t2, and t3 to approxi-
mate the hazard. This cubic polynomial is trivial to implement and avoids problems
with time dummies such as quasi-complete separation and issues with splines such as
interpretation or knot selection. It also accommodates non-proportional hazards in
a much simpler way than either time dummies or splines. We show via monte carlo
analysis that our method performs as well as splines and better than time dummies.
We also demonstrate this method with reanalyses of a number of empirical studies
such as Oneal and Russett (1997) and Crowley and Skocpol (2001).
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1 Introduction

Whether it is the primary focus or not, political scientists are often interested in how the

phenomena they study change over time. For example, are democracies more stable the

longer they have been established? Are congressional incumbents more likely to survive

an election the longer they have been in office? Are two recently warring nations more or

less likely to become embroiled in another conflict as time goes on? Ultimately, we would

like to understand the causal mechanisms that cause the subject of interest to change (or

not) over time. Short of that, we still need some way to account for time in our empirical

analyses.

Increasingly, researchers have access to refined (or higher resolution) versions of event

history data. In one common form of this data, a binary dependent variable represents

whether the event occurred or not during some slice of time. First advocated by Beck,

Katz and Tucker (1998), the logit model with time dummies or splines has become the

standard method for analyzing this type of data. Researchers who study a wide variety

of topics in international relations, American politics, and comparative politics have all

adopted the Beck, Katz, and Tucker (1998) (hereafter, BKT) recommendations.

We should be clear in stating from the outset that we completely agree with BKT’s

main point: scholars should “take time seriously”.1 However, the vast majority of re-

searchers have treated temporal dependence in binary data models more as a statistical

nuisance that needs to be “controlled for,” rather than as something that is substantively

interesting. Indeed, as we will later show, most of those who have followed BKT’s advice

subsequently ignore time in discussions of empirical results.

Consider Table 1, which lists all published articles we found that follow BKT’s advice

on using time dummies or splines.2 We have further classified the citations according

to whether the authors interpreted the effect of time or not. Table 1 demonstrates that

despite both splines and time dummies being extensively used in every substantive field

of political science, virtually no one actually plots and interprets the hazard. In fact, out

of 91 studies that utilize splines, only 3 actually plot and interpret a hazard. The track

record for time dummies is slightly better, but out of 28 studies that utilize dummies, only
1For example, see Alt, King and Signorino (2001).
2We compiled this list by locating all published articles that cited BKT in the Social Sciences Citation

Index (SSCI) as of July, 2006. We then went through all the articles to determine whether they implemented
either splines or time dummies and whether they interpreted the hazard.
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4 plot the hazard. In short, the discipline’s track record shows that rarely is time taken

seriously in a substantial way.

What accounts for researchers taking BKT seriously, but not time? We suspect it stems

from the difficulties in either the implementation or interpretation of the two methods

they propose. As we will show, serious practical problems can arise in the implementation

of time dummies. Researchers can avoid those problems by using splines. Moreover,

researchers do not even need to know how to generate the splined time data: Richard

Tucker provided a Stata routine (btscs) that researchers can use to include these variables

in their regressions. However, most political scientists do not seem to understand what

splines are or how to interpret them in their regressions.

In this paper, we propose a simpler alternative that has advantages in terms of both

modeling and interpreting time dependence: using t, t2, and t3 in one’s regression, which

serves as a third-order Taylor series approximation to the hazard. In contrast to time

dummies, this cubic polynomial approximation is trivial to implement and does not cause

the same data problems.6 The cubic polynomial is similar in many ways to splines, but

much easier to interpret. In addition, the cubic polynomial is advantaged relative to

splines if researchers are interested in potential non-proportional effects in time among

their regressors.

This paper proceeds as follows. In the next section, we briefly discuss the link between

duration models and their binary data equivalents. Following that, we examine the im-

plementation and interpretation issues with time dummies and splines. In Section 5, we

show via monte carlo analysis that our method generally performs as well as splines and

better than time dummies. We then demonstrate this method with empirical replications

of studies including Oneal and Russett (1997) and Crowley and Skocpol (2001). Then,

we extend the findings of Crowley and Skocpol (2001) using a nonproportional hazards

model to demonstrate how the temporal component in many theories can be more richly

explored using our method.
3The authors do not show the hazard in the text of the article but do offer an appendix with a plot of

the hazard upon request.
4They do not actually plot the full hazard but do report the hazard for specific years in a table.
5The authors include a table that shows the effect of two covariates on the hazard, but do not show the

hazard as a function of time.
6We use the term cubic polynomial and t, t2, and t3 interchangeably throughout the paper.
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Table 1: Use of Splines and Time Dummies

No Hazard Interpret Hazard

Splines 88 (96.7%) 3 (3.3%)

Goodcliffe and Hawkins (2006)3 Leblang and Chan (2003) Gelpi and Grieco (2001)
Hafner-Burton and Montgomery (2006) Ray (2003) Simmons (2000)

Dorussen (2006) Reed (2003b) Beck, King and Zeng (2000)
Caprioli and Trumbore (2006) Oneal (2003)
Rasler and Thompson (2006) Gartzke and Li (2003c)

Mansfield and Pevehouse (2006) Gartzke and Li (2003a)
Braithwaite (2005) Sweeney (2003)

Buhaug (2005) Choi and James (2003)
Benson (2005) Mansfield and Reinhardt (2003)

Oneal and Russett (2005) Gartzke and Li (2003b)
Meinke, Staton and Wuhs (2006) Ravlo, Gleditsch and Dorussen (2003)

Bearce and Omori (2005) Senese and Vasquez (2003)
Edwards (2005) Bennett and Rupert (2003)
Melander (2005) Montinola (2003)

Enterline and Greig (2005) Lai (2003b)
Barbieri and Reuveny (2005) Reed (2003a)

Chamberlain and Haider-Markel (2005) Clark and Regan (2003)
Kim and Rousseau (2005) Chiozza (2002)

Caprioli and Trumbore (2005) Pickering (2002)
Senese (2005) Kinsella and Russett (2002)

Besancon (2005) Jungblut and Stoll (2002)
Humphries (2005) Davies (2002)

Lujala, Gleditsch and Gilmore (2005) Dixon and Senese (2002)
Marinov (2005) Mousseau (2002)
Caprioli (2005) Colaresi and Thompson (2002)
Sobek (2005) Peceny, Beer and Sanchez-Terry (2002)

Milner and Kubota (2005) Li and Sacko (2002)
Boehmer and Sobek (2005) Zorn (2001)

Sørli, Gleditsch and Strand (2005) Rasler and Thompson (2001)
Fritz and Sweeney (2004) Drury (2001)

Krause (2004) Mousseau (2001)
Powers (2004) Crescenzi and Enterline (2001)

Mitchell and Prins (2004) Sherman (2001)
Gowa and Mansfield (2005) Henderson and Tucker (2001)

Sechser (2004) Gartzke, Li and Boehmer (2001)
Rasler and Thompson (2004) Bennett and Stam (2000a)

Goenner (2004) Lektzian and Souva (2001)
McDonald (2004) Lemke and Reed (2001)

Volden and Carruba (2004) Peet and Simon (2000)
Walter (2004) Mansfield and Pevehouse (2000)

Schamis and Way (2003) Bennett and Stam (2000b)
Sweeney and Fritz (2003) Mousseau (2000)

Cauthen and Peters (2003) Oneal and Russett (1999b)
Lai (2003a) Oneal and Russett (1999a)

Time 24 (85.7%) 4 (14.3%)
Dummies

Brinks and Coppedge (2006) James (2006)
Volden (2006) Carpenter and Lewis (2004)

Stein (2005) Bernard, Reenock and Nordstrom (2003)4

Chang (2005) Clark and Hart (1998)
Krutz (2005)
Heath (2005)

Lebovic (2004)
Stalley (2003)

Arceneaux (2003)
Lebovic (2003)

Gelpi and Feaver (2002)
Howard and Roch (2001)

Henisz (2002)
Dickinson and Tenpas (2002)

Ka and Teske (2002)
Volden (2002)

Ka and Teske (2002)

Crowley and Skocpol (2001)5

Balla (2001)
Mooney (2001)

Mooney and Lee (2000)
Palmer and Whitten (2000)

Reed (2000)
Thacker (1999)
Leblang (1999)
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Figure 1: Binary Representation of Duration Data

 

               6              3            5             4+       durations 

t =   1 2 3 4 5 6 1 2 3 1 2 3 4 5 1 2 3 4 

yi =   0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 

κ1 =   1 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 

κ2 =   0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 

κ3 =   0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 

2 Temporal Dependence in Binary (Event History) Data

The starting point for BKT is the observation that, increasingly, the binary data we use

in political science is a disaggregated (or less aggregated) form of event history data.

Although BKT refer to this data as binary time-series cross-section (BTSCS) data, the

focus is really on temporal dependence, rather than cross-sectional interdependence. We

will similarly focus on time here.

To help make this more concrete, consider the time line of events displayed in Figure 1.

(For the time being, ignore the section below the dotted line.) Here, we have three events,

denoted by the black dots. The durations, or time between successive events, are shown

along the top: 6, 3, and 5. If we were analyzing duration data, our observations would

generally correspond to these, along with the last right-censored observation of length 4.

Vast literatures exist on duration (or survival) analysis (see, for example, Box-Steffensmeier

and Jones (2004)). Rather than reviewing that literature, we simply point out that there

are well-known techniques for modeling temporal dependence in duration data. Parametric

models like the weibull, log-logistic, or log-normal allow the analyst to estimate whether the

hazard is increasing, decreasing, or non-monotonic with time. Alternatively, researchers

sometimes opt for the (semi-parametric) Cox model.

Now consider the binary data shown below the timeline and denoted as yi. As BKT and

others have noted, if the data generating process is temporally dependent, then the use of
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a model such as logit with only a linear xβ specification is inappropriate, since it implies a

constant hazard.7 The question then becomes one of how to allow for temporal dependence

in binary data without being too restrictive concerning the form of that dependence.

As BKT show, derivation of the binary data version of a Cox model is relatively

straightforward (Beck, Katz and Tucker, 1998; Meyer, 1990; Narendranathan and Stewart,

1993; Prentice and Gloeckler, 1978; Katz and Sala, 1996). Rather than reproduce their

derivation, we refer the reader to BKT (see their appendix). We simply note that if one

starts with the assumption of a Cox relative risk model with hazard

h(t|xi,t) = h0(t) exp(xi,tβ) (1)

then the equivalent binary data model is a complementary log-log (cloglog) model, which

can be written as

Pr(yi,t = 1) = 1− exp(− exp(xi,tβ + κi,tγt)). (2)

where t indicates the time since the last event (or the life of the current subject), κt is a

time dummy for period t, and γt is the effect of period t on the probability of an event

occurring.8 It is important to note that the “time dummies” are not just the time counter

t. Returning to Figure 1, we have displayed three time dummies below the dotted line.

For example, κ1 will be one whenever t = 1 and zero otherwise. Similarly, κ2 will equal

one whenever t = 2 and zero otherwise. In general, one needs a κt for every t in the data

(although more about this later). If the time unit of analysis is the year and the longest

duration in the data is 10 years, then there will be ten time dummies. If it is 30, then

there will be 30 time dummies. The researcher can include all time dummies and drop

the constant or include the constant and drop one time dummy. If time dependence is

present in data and its effects are not estimated then omitted variable bias is present, which

can bias other coefficients of interest in commonly used binary dependent variable models

even when the omitted variables are not correlated with included variables (Yatchew and

Griliches, 1985).9

7See Alt, King and Signorino (2001) for a demonstration of this when durations are distributed gamma.
8It is a slight abuse of terminology to refer to the plots of Pr(yi,t = 1) as plots of the “hazard.” However,

as the aforementioned proofs demonstrate (e.g., in BKT’s appendix), the relationship between Pr(yi,t = 1)
and time is identical to that of the hazard, upon which it is based. An increasing hazard produces a
Pr(yi,t = 1) that increases with time; a decreasing hazard produces a Pr(yi,t = 1) that decreases with
time; and so on for nonmonotonic hazards.

9Beck, Katz and Tucker (1998) argue that the main problem encountered when time dependence is not
dealt with is overly small standard errors. This result is obtained when autocorrelation is present in the
data (Beck and Katz, 1997).
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The cloglog model in equation 2 has the nice feature that we do not have to assume

any particular hazard shape (e.g., increasing, decreasing, or non-monotonic). In principle,

this allows consistent β estimates, even if the true shape of the hazard is unknown (Meyer,

1990). However, as BKT demonstrate, the logit model closely approximates the cloglog.

Moreover, there is no reason to privilege the cloglog distribution over logit. Therefore, BKT

recommend that researchers use logit (or probit), since they are so widely available.10 BKT

advocate the use of natural cubic splines instead of temporal dummies when researchers

want a relatively smooth plot of the hazard.

3 Time Dummies for Dummies

Two major problems plague the use of time dummies, complete or quasi-complete data

separation and inefficiency. While BKT briefly discuss efficiency issues, they do not discuss

the potentially serious data separation problem associated with time dummies. Both

problems apply regardless of whether one estimates a logit, cloglog, probit or a number of

other models.

3.1 Complete and Quasi-Complete Separation

Whenever a binary dependent variable is regressed on a set of independent variables (or

one independent variable and a constant) the data either exhibits complete separation,

quasi-complete separation, or overlap, as these three categories are mutually exclusive

(Albert and Anderson, 1984; Santner and Duffy, 1986).11 The third category, overlap,

is the only one for which a maximum likelihood estimate (MLE) exists.12 If the data

exhibits either complete or quasi-complete separation, no maximum likelihood estimate

exists unless the analyst either drops both the offending variables and some observations

or utilizes a more complicated estimation method such as penalized maximum likelihood

(Firth, 1993; Heinze and Schemper, 2002; Zorn, 2005). In the following we will first briefly

explain when data falls into each of these three categories. Second, we will explain how

quasi-complete data separation arises as a problem when time dummies are used.
10This is not really an issue anymore, as cloglog is widely available in statistical packages such as Stata,

SPSS, and R.
11Even though Albert and Anderson (1984) only deal with the logit case, cloglog and probit are similarly

affected. Data with an ordinal dependent variable can also fall into this classification. See So (1995) for
an intuitive and non-technical explanation.

12For a formal proof of nonexistence in the logit case, see Albert and Anderson (1984).
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Figure 2: Overlap and Perfect Data Separation
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(b) Perfect Separation

The intuition behind complete and quasi-complete separation are best understood with

a graphical illustration. Imagine a regression in which we have a binary dependent variable,

y, and two continuous regressors, x1 and x2.

Figure 2 demonstrates the cases of overlap and perfect separation for a hypothetical

two variable regression. The zeros represent observations where y = 0, while the ones

represent y = 1. In the graph on the left, it is impossible to draw a vector through the

points that leaves all ones on one side of the vector and all zeros on the opposite side.

Thus, it is not possible to perfectly separate the responses with a vector. The graph on

the right in Figure 2 shows a case where perfect separation is possible. It is now possible

to draw a vector that perfectly separates the zeros and the ones. More formally stated,

data exhibits complete separation if there exists some vector γ, that can correctly separate

the data points according to whether yi = 0 or yi = 1. Thus, in this case the following

will hold,
{

γ
′
xi > 0 if yi = 0

γ
′
xi < 0 if yi = 1.

(3)

Quasi-complete separation holds when the equalities in the above formulation are weak,
{

γ
′
xi ≥ 0 if yi = 0

γ
′
xi ≤ 0 if yi = 1.

(4)
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Figure 3: Quasi-Complete Separation in Binary Data with Two Time Dummies

Obs i Yi TD1i TD2i

1 0 1 0
2 0 0 1
3 1 0 0
4 1 1 0

TD 1

T
D

 2
0 1

0
1

0

0

1 1

(a) Data (b) Graph

Graphically, quasi-complete separation would be present in the graph on the right in

Figure 2 if the vector (γ) had to intersect with a zero and/or a one. The third case,

overlap, occurs when no vector γ exists for which either of the inequalities in equations 3

or 4 hold. If complete or quasi-complete separation holds for any variable(s), MLE routines

will push the value of the estimated β̂ for the offending regressor(s) to ∞ or −∞ and no

maximum likelihood estimate exists. Many preprogrammed routines in commonly used

software such as Stata are programmed to look for complete separation in the data and

will drop the offending variables and observations stating that the variable(s) “perfectly

predicted” y in some number of cases.

In the case with binary regressors such as time dummies, quasi-complete separation

is the most likely problem, although complete separation is also possible.13 To clearly

see why quasi-complete separation can arise with time dummies, consider the simple four

observation case depicted in Figure 3(a).

To preclude quasi-complete separation, each possible pair {Y, TDti}, where t = 1, 2,

must exhibit all of four possible combinations, {0, 0},{1, 0},{0, 1}, and {1, 1}. In Fig-
13Quasi-complete separation is quite unlikely with continuous regressors (So, 1995).
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ure 3.1(a), TD1 fits this requirement, while TD2 does not. Intuitively, the consequence of

this is that TD2 = 0 is a “perfect predictor” of when Y = 1. Thus, an MLE procedure will

push the parameter estimate for TD2 towards −∞ and no maximum likelihood estimate

exists.

The depiction in Figure 3.1(b) demonstrates informally why the data in Figure 3.1(a)

exhibits quasi-complete separation. Notice that the vector shown in Figure 3.1(b) does

not completely separate the Y = 0 from the Y = 1 cases because observations 2 and

3 from Figure 3.1(a) are both at the coordinate (0, 0) in the graph. In this case it not

possible to completely separate the responses because any vector must pass through (0, 0),

meaning it will “touch” both observations 2 and 3. If we changed the value of TD2 to 1

for either observation 3 or 4 then there would be no vector that could weakly separate the

realizations of the dependent variable. If TD2 was equal to 1 in observation 2, then we

would have complete separation, as TD2 = 1 would be a perfect predictor of when y = 0

and TD2 = 0 would be a perfect predictor of when y = 1.14

Both monte carlo results and empirical examples demonstrate that quasi-complete sep-

aration is a serious problem that should at minimum give pause to researchers before they

utilize time dummies, especially if relatively long durations occur in their data. Figure 4

shows two graphs from monte carlo experiments assuming decreasing, increasing, and

non-monotonic hazards.15 Figure 4(a) shows the density of the percent of time dummies

dropped under each hazard assumption. In both the decreasing and non-monotonic hazard

scenarios, up to 80% of the time dummies are dropped, while up to approximately 25%

of time dummies are dropped in the increasing hazard case. Figure 4(b) shows that the

percentage of time dummies dropped is an increasing function of the maximum duration

in each monte carlo iteration under the non-monotonic hazard assumption.16 Thus, re-

gardless of hazard shape, separation proves to be a serious problem that suggests that the

use of time dummies is problematic, especially if relatively long durations are observed.
14This example is put forth for pedagogical reasons, as in reality there would be no “fix” here when com-

plete separation was true because all the observations would have to be dropped unless a more complicated
and computationally intensive estimation procedure is used (e.g., penalized MLE).

15The design of the monte carlo simulation is described in section 5.
16The graphs for the other scenarios look similar and are available upon request from the authors.
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Figure 4: Percent of Time Dummies Dropped Due to Quasi-Complete Separation
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3.2 Empirical Examples of Quasi-Complete Separation

A prominent empirical example where quasi-complete separation exists is in the reanalysis

of John Oneal and Bruce Russett’s data in BKT, where 3 of 34 time dummies are dropped,

along with 916 observations. A very large n of 20990 explains why the percentage dropped,

≈ 0.08, is smaller than what would be implied by the graphs in Figure 4 for a decreasing

hazard, as the chance that we observe all of the four combinations of the dependent

variable and each of the binary regressors should generally increase with the number of

observations. A reanalysis of Palmer, London and Regan (2004) reveals much more severe

quasi-complete separation issues, with 19 of 39 dummies and 672 of 2975 observations

dropped as a result (See section 6 for a full description).

While there are no ironclad rules that indicate when time dummies will perform most

poorly, monte carlo results indicate that they generally do a very bad job in cases where

n is not overly large (< 10000) and the maximum duration is fairly long (≈ 15 or longer).

For illustrative purposes, we show two empirical cases in which time dummies perform

badly, a replication of the results of Lemke and Reed (1996) originally done by Clark and

Hart (1998) and a reanalysis of Dickinson and Tenpas (2002).

Clark and Hart (1998) essentially perform a robustness check for the findings of Lemke
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Figure 5: Quasi-Complete Separation in Dickinson and Tenpas (2002)
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and Reed (1996) by adding time dummies to the original logit specification. They conclude

that Lemke and Reed’s original finding, that dyadic “satisfaction” with the international

status quo significantly reduces the probability of war, is robust to the inclusion of “con-

trols” for temporal dependence. However, the use of time dummies in this case is quite

problematic, as quasi-complete separation arises in all of the models. For instance, in

Lemke and Reed’s model 5, 12 out of 32 total time dummies (37.5%) are perfect predic-

tors of Y = 1.17 The consequences of this are not trivial, as it is not possible to plot a

significant portion of the hazard plot and 497 of 7031 observations are dropped from the

analysis. Neither of these two problems would be present if either a cubic polynomial or

spline is used.

Another example in which time dummies suffer from complete separation issues is in

a study of White House staff retention patterns from 1929–1997 by Dickinson and Tenpas

(2002). In this case, 12 of 24 the dummies (50%) are dropped. Figure 5 shows that the time
17The same is true of all of the seven models replicated by Clark and Hart (1998), although most of the

other models have even more serious separation issues which are beyond the scope of this paper. For more
on this see Carter and Signorino (2006).
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dummies do a very poor job in estimating the hazard relative to the cubic polynomial.

Substantive interpretation of the graph is also easier as the cubic polynomial recovers

an intuitive relationship rather than the rather abrupt and puzzling inter-duration year

changes recovered by time dummies. The hazard recovered by the cubic polynomial shows

that the probability of retention is (unsurprisingly) quite high in the first year of a staffer’s

tenure and steadily decreases through the fourth year. Staffers that stay on past the fourth

year (or one term) then are increasingly likely to stay. If a staffer stays on for more than 8

years (or two terms), then he or she is almost certain to stay for quite a while. As the case

shown in Figure 5 is for when the first year of tenure is also the first year in a four year

presidential term, this plot nicely captures how staffers that stay on past the first term are

typically either “loyalists” or highly competent or effective (and thus not forced to leave).

The results shown are also consistent with the theoretical expectations of Dickinson and

Tenpas (2002), as their main variable of interest, the percentage of party delegates selected

via primary, significantly decreases the retention probabilities for the first four years (for

details see Dickinson and Tenpas (2002, 434–438)).

3.3 Efficiency

The time dummies approach is also in many cases very inefficient relative to using either

splines or a cubic polynomial. When dealing with data that has a maximum duration of

greater than 3 or 4, time dummies use more degrees of freedom than either of the other

two approaches. Most data sets in IR that record rare events, such as the data on war used

in Oneal and Russett (1997) and reanalyzed in BKT, will have maximum durations much

longer than 3 or 4. Indeed, as the maximum duration is 34 in the Oneal and Russett data

set, time dummies use 31 more degrees of freedom than t, t2, and t3 and also results in a

loss of information about both time and certain cases due to quasi-complete separation.

In sum, quasi-complete separation is a serious problem that leads us, in conjunction

with efficiency issues, to recommend that researchers avoid the use of time dummies to

control for duration dependence in binary data since alternatives that do not suffer from

these problems are readily available.
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4 Love the Spline, Hate the Spliner

The second approach to time dependence in binary data that BKT advocate is splines.

While we do not find splines to be necessarily problematic like time dummies, we still rec-

ommend that researchers use t, t2, and t3 instead of splines. We base this recommendation

on three points, two of which are closely related. First, we point out that splines are largely

an unknown entity to most empirical researchers in political science. One consequence of

this is that several potentially problematic issues such as knot selection or even the choice

of which type of spline to implement are dealt with in a manner that can lead to problems

as serious as a biased hazard. Finally, we will demonstrate that a cubic polynomial per-

forms just as well as splines in several Monte Carlo experiments and empirical reanalysis.

Taken together, these suggest that empirical researchers might be better served simply by

using t, t2, and t3.

4.1 What’s a Spline?

In theory, splines are a useful and powerful tool that can be utilized to create a smooth

function of time (or almost any variable that is approximately continuous). While an

enormous technical literature exists on splines in statistics, most political scientists do not

have much, if any, training in using splines. Indeed, many authors are quite upfront about

viewing splines as an opaque method to control for a statistical nuisance, with one author

referring to them as “so-called cubic splines” that are used “to control for any temporal

correlation” (Dorussen, 2006, 95). Another set of authors criticize the standard approach

as “hiding” important linkages “in the peace-year spline variable” (Goertz, Jones and

Diehl, 2005, 747).

There are actually many different kinds of splines (e.g., B-splines, natural cubic splines,

quadratic splines, piecewise linear splines), many of which are available as “canned” pack-

ages in Stata, SPSS, or R. Without any training in the differences between these different

spline packages, researchers will tend (quite understandably) to use whatever their pre-

ferred statistical package makes most easy to implement. As a result, researchers using

different statistical packages may implement different types of splines. This can make

replication problematic, especially if it is not clear what kind of spline was implemented

by a researcher. Explaining splines in general is beyond the scope of this paper. However,

to help the reader understand our argument concerning splines, it will be helpful to pro-
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vide some intuition concerning what they are and how they are used in modeling temporal

dependence.

For our purposes, we can think of a spline as a smoother — a function that allows us

to smooth the relationship between two variables, say a dependent variable y and time

t. Most splines allow one to specify points in t where the relationship with y radically

changes. Those points are referred to as “knots.” Fewer knots will lead to a smoother

relationship, but may miss important changes in the relationship. Specifying more knots

allows for more changes to be modeled. On the other hand, the greater the number of

knots, the less smooth the relationship. Moreover, the spline may pick up on idiosyncratic

changes in the relationship, not general trends.

As we previously mentioned, there are numerous types of splines. However, a key

component to all splines is that they generate a set of vectors that are a function of

the independent variable (here time t) and associated with the knots. These vectors are

referred to as basis vectors and the set of vectors is referred to as a basis matrix.18 A

basis is a set of linearly independent vectors, the linear combination of which can span an

entire vector space (i.e., reach any point in that space). These vectors can be included as

regressors in our statistical analysis.

To illustrate this, we will briefly explain two simple splines: a piecewise linear spline

and a simple cubic spline. Suppose we believe the probability of some event (e.g., war)

in observation i is explained by a set of regressors xi,t and some smooth function of time

s(t). We can specify the logit equation for this situation as

Pr(yi,t = 1) =
1

1 + exp [−(xi,tβ + s(t))]

For the piecewise linear spline, s(t) takes the form

s(t) = γ1ti +
K∑

k=1

γ1k(ti − ηk)+ (5)

where the function (ti − ηk)+ returns the difference between ti and ηk when it is positive,

but equals zero otherwise.19 The ηk are our k knots. The vector ti and the k (ti − ηk)+
18Suppose we have some vector space S such that it is possible to express every vector in S as a linear

combination of k (x1, x2, . . . , xk) vectors. Then, if the k vectors are linearly independent, the set of k
vectors forms a basis for S. See Searle (1982) for more details.

19Note that time dummies and the piecewise linear spline in equation 5 have an equivalent basis when
the maximum number of knots (ηk) given t are fit. Thus, if we ran a regression including the basis matrix
produced by equation 5 with the maximum number of knots the log-likelihood, estimated β coefficients,
and predicted probabilities would all be identical.
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vectors are the basis vectors that would be included in our logistic regression. The β and

γ coefficients would be estimated.

The simple cubic spline is conceptually very similar:

s(t) = γ1ti + γ2t
2
i + γ3t

3
i +

K∑

k=1

γ1k{(ti − ηk)+}3. (6)

The only difference here is the inclusion of the ti polynomials, as well as the k ((ti−ηk)+)3

basis vectors. Again, these would be included as regressors and the β and γ coefficients

would be estimated.

In some implementations, the γ spline coefficients are penalized in estimation to con-

strain the influence of the knots and to ensure a relatively “smooth” fit. Commonly used

splines such as the natural cubic spline employed by Beck, Katz and Tucker (1998) are

just more complicated versions of equation 6.20 Another common type of spline is the

B-spline, which can have a basis that is equivalent to that of a natural cubic spline, but

has the nice properties that the basis vectors will be orthogonal to each other (i.e., no

multicollinearity issues) and vary between 0 and 1 (i.e., no numerical instability issues).

Now that we have briefly explained what splines are, we turn to two important aspects

of splines: their interpretation and knot selection.

4.2 Interpretation

Interpretation of the role time plays should ultimately be the goal of political scientists

who seek to “take time seriously.” Rather than simply including the basis vectors produced

by splines as regressors and stopping there, researchers should think theoretically about

whether and why temporal dependence is present in their data and carefully examine the

hazard to interpret the role time plays.

Although BKT provide Stata code for generating splined time, no directions are given

concerning how to interpret the results. As we previously noted (see table 1), almost

no scholarly work in political science plots and interprets the hazard when splines are

implemented. It is not difficult to imagine why this would be the case. We saw in the

previous section that applying a spline function to time t generates basis vectors that

depend on the knots. It is one thing to insert these into a regression equation and to

20A natural cubic spline s(t) is assumed to be linear beyond the two “boundary knots” (i.e., s
′′
(t) =

s
′′′

(t) = 0). See Hastie and Tibshirani (1990) or Ruppert, Wand and Carroll (2003) for details.
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estimate the coefficients (i.e., the γ’s) associated with the basis vectors. However, how

does one then interpret the results?

It is important to note first that the estimates for the individual spline vectors (e.g.,

the γ terms in the previous section) are not substantively interesting by themselves. For

example, we are not interested in the individual effect of the ((ti− η2)+)3 vector in Equa-

tion 6. Rather, we want to interpret the effect of time t on the estimated Pr(yi,t = 1). The

problem for many substantive researchers, we suspect, is that the spline-based regression

equation is in terms of the spline basis vectors, not in terms of t. Although we recom-

mend a simpler approach to modeling and interpreting the effect of time in Section 5, it

is important that researchers using splines be able to interpret their results as well. We

therefore provide steps for doing so in the Appendix.

4.3 Specifying Knots

One of the most important aspects of implementing splines is appropriately selecting the

knots ηk. The number of knots determines the number of basis vectors that are included in

subsequent regression analysis. The location of the knots determine where the relationship

between the dependent variable and t is allowed to drastically change (here, by censoring

the negative values in the difference (ti − ηk)+).

One potential difficulty with splines is that implementation requires the researcher to

specify knots. Political science theory tells us little to nothing about where these knots

should be placed, which makes their specification rather difficult. For instance, Beck, Katz

and Tucker (1998, 1279) choose knots via “a sequence of F-tests”. Such an approach is

difficult to justify theoretically and arguably amounts to little more than data mining.

Given the difficulty in choosing theoretically informed knots, some researchers such as

Schultz (2001, 270–271) have simply used the same knots used by Beck, Katz and Tucker

(1998), admitting that their choice was ad hoc, while others such as Senese (2005) simply

provide no discussion of knot selection at all.

The idea that theory can drive knot selection is in all likelihood not very practical.

One option for choosing knots is to simply examine the data, a strategy that can be

quite effective when smoothing scatter-plots (Ruppert, Wand and Carroll, 2003, 57–72).

However, when we are recovering an underlying hazard via estimation from a regression

model, we cannot just examine the data we are smoothing in the same fashion for the
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simple reason that before specifying and estimating the model we do not know what it

looks like. Furthermore, what we eventually see depends upon the knots we choose (see

figures 7 and 8). These issues at least partially explains why the current approach in

political science is simply to choose the knots that BKT used (i.e., knots at t = 1, 4, and

7) or to choose rather arbitrarily three other knots and not discuss or justify the criteria

used to do so.

One possible solution to the problem of knot selection is to utilize some criteria to

automatically select knots. Existing methods that are computationally feasible (i.e., do

not require estimation of all possible models) are generally similar in concept to stepwise

regression (Ruppert, Wand and Carroll, 2003, 64). Thus, some model selection criteria is

assumed and the set of knots that is optimal given this criteria is chosen. These procedures

are quite computationally intensive (Ruppert, Wand and Carroll, 2003, 64–65, 214–222)

and would require even more expertise of researchers than implementation of splines that

are currently used. Additionally, such computationally intensive techniques are likely to

be unnecessary in political science. As noted by Beck and Jackman (1998, 609–610) in

their discussion of generalized additive models, relationships implied by political processes

are generally thought to be relatively smooth and not overly local in character. We agree

with this point and argue that a cubic polynomial will be able to recover just about any

hazard one might expect to see in political science. A cubic polynomial does not utilize

any knots, rather it assumes that the hazard is a smooth global function of time that

can be recovered with the basis vectors t, t2, and t3. As we will discuss later, this is not

without its limitations either. Indeed, our intention is not to rule out entirely the use

of either splines or automatic knot selection techniques. However, the issues discussed in

this section, combined with the experimental and empirical evidence we provide in the

next section, suggest that a cubic polynomial performs just as well as splines in most

substantive settings without the additional complexity.

5 Time Cubed

Having discussed the technical details of time dummies and splines, our recommendation

in this section is almost embarrassingly simple: include t, t2, and t3 as regressors. To

make this concrete, suppose a researcher with regressors xi,t wanted to conduct logistic

regression, control for temporal dependence, and interpret the effect of time on Pr(yi,t = 1).
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Using our approach, her logit equation would take the form

Pr(yi,t = 1) =
1

1 + exp(−(xi,tβ + γ1ti + γ2t2i + γ3t3i ))
(7)

where γ1ti +γ2t
2
i +γ3t

3
i is a cubic approximation to the hazard. This cubic approximation

can accommodate just about any hazard shape (e.g., linear, nonlinear, nonmonotonic)

that political scientists typically deal with. In this section, we will first demonstrate with

Monte Carlo results that t, t2, and t3 does just as well, if not better than either time

dummies or splines (as implemented in practice) in a variety of substantively interesting

settings. Second, we discuss some potential issues with using a cubic polynomial.

5.1 Monte Carlo Comparison

We assume that the data generating process is logit with time dummies.21 Thus, the link

function is

Pr(yi,t = 1) =
1

1 + exp(−(xi,tβ + κi,tγ))
. (8)

xi,t consists of a constant and a regressor that varies between -2 and 2 drawn from the

uniform distribution. The κi,t are the time dummies that depend on the γ’s for the shape of

the hazard. We conduct Monte Carlo experiments for constant, decreasing, increasing, and

two different non-monotonic hazards. We run 10000 monte carlo iterations with n = 2000

for each iteration. In each iteration for each hazard shape, we estimate logit with time

dummies, cubic B-splines, and a cubic polynomial. In figures 6–9 we provide graphical

illustrations that demonstrate how well each method performs on average in recovering

the true underlying hazard. To assess how well splines perform as implemented in the

discipline we choose knots at 1, 4, and 7 for all spline models.

Figure 6 shows the plotted hazard for the case of a typical decreasing hazard. In both

graphs, the thick grey line is the true hazard. 6(a) compares the three methods in terms

of how well they recover the true hazard on average, while 6(b) demonstrates efficiency

with 95% confidence intervals. The curves produced with spline and the cubic polynomial

are quite similar, while the graph produced with time dummies looks considerably worse.

The time dummies plot begins increasing sharply after around t = 20, which should not

happen. Additionally, the confidence intervals are considerably wider around the time

dummies plot relative to the spline and t, t2, and t3, which demonstrates that we have
21We observed virtually identical results when the data generating process is cloglog with time dummies.
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Figure 6: Monte Carlo Comparison: Decreasing Failure Rate

increased uncertainty around these probability estimates. Data separation problems are

also evident here, as the time dummies plot is cut off too soon.

Figure 7 shows that splines perform worse than the cubic polynomial in the increasing

hazard case while time dummies performs reasonably well. Since the shape of the time

dummies plot is dependent upon coefficients estimated for each duration, if there are

considerably fewer long durations, time dummies will do much worse than either of the

other two methods. Time dummies do well here because the average duration is longer

in the increasing hazard case than it was in the decreasing hazard case. The estimated

hazard produced by splines shown in 7(a) is biased and diverges considerably from the

true hazard after the tenth duration year. 7(b) demonstrates that the 95% confidence

bands do not include the true hazard for half of the plot. Thus, in this scenario t, t2, and

t3 outperforms both of its rivals.

Figure 8 compares how well the three methods recover a non-monotonic hazard that

takes the form of an asymmetric parabola. t, t2, and t3 outperforms both splines and time

dummies in this case, as splines produce a biased estimated hazard and perfect separation

plagues time dummies. Figure 8(a) shows that the cubic polynomial essentially does a

flawless job of recovering the true hazard while the plot produced by splines is far from
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Figure 7: Monte Carlo Comparison: Increasing Failure Rate

the true hazard after t=20. Furthermore, 8(b) shows that the cubic polynomial is more

efficient than time dummies, while the 95% confidence bands for the spline hazard are not

even close to including the true hazard for about 40% of the plot.

The second non-monotonic hazard we study is produced from the log-logistic distri-

bution and captures situations in which the probability of observing the event of interest

within a group initially increases sharply, but then decreases for the remainder of the

group’s “life”. Both the cubic polynomial and splines perform well in this scenario, al-

though time dummies do very poorly. Figure 9(a) shows that the time dummies and splines

do slightly better than t, t2, and t3 in recovering the true shape of the initial increase in

the hazard, although time dummies fails to produce a reasonable estimate after the twelfth

duration year and loses over 10 duration years worth of the plot due to separation. In

terms of efficiency, the cubic polynomial and splines are comparable while time dummies

is relatively inefficient.

In sum, in terms of recovering the hazard, the cubic polynomial on average performs

better than splines, as they are implemented in practice, while easily outperforming time

dummies. Time dummies perform very poorly even though the data generating process

uses time dummies. Even if one chose better knots in implementation of a spline, a cubic
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Figure 8: Monte Carlo Comparison: Non-Monotonic Hazard 1

polynomial would perform just as well in any of these scenarios. As the cubic polynomial

is much easier to implement, is conceptually simple, and is also quite flexible and simple

in terms of modeling non-proportional hazards (see section 6.3.1) we recommend that

researchers model time dependence in binary data with t, t2, and t3.

5.2 Potential Issues

Although we find that a cubic polynomial performs at least as splines and much better

than time dummies, we are aware of some potential issues with the use of t, t2, and t3.

We discuss four potential issues here.

The first potential issue pertains to the order of the polynomial. We recommend a

cubic polynomial, but in principle any order of polynomial (e.g., quadratic polynomial)

could be chosen. Generally, polynomials of odd order are preferable to polynomials of

even order. Polynomials of odd order asymptotically have a smaller mean-squared error

than polynomials of even order (see Fox (2000) for a simple illustration of this). As far

as the exact order to choose, we recommend a third-order cubic polynomial because it

will capture any hazard shape (monotonic or otherwise) that is recovered by commonly

estimated parametric duration models (e.g., Weibull, log-logistic) and typically seen in
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Figure 9: Monte Carlo Comparison: Non-Monotonic Hazard 2

semi-parametric models such as the Cox proportional hazards model. A cubic polynomial

allows for non-monotonic hazards while avoiding the problems associated with polyno-

mials of higher order (i.e., plots with “kinks” that are sensitive to a small proportion of

observations).

A second potential issue involves the interpretation of the estimated β’s of the polyno-

mial. The short answer is that when estimating a cubic polynomial (or any polynomial of

order greater than one or two) the individual coefficients are not interpretable in an obvi-

ous way. However, this is really not an issue since the hazard is the quantity of interest,

not the coefficients.

The last two potential issues involve possible multicollinearity and numerical instability.

Given that the t, t2, and t3 terms are highly correlated, multicollinearity is a potential

issue with such an approach. Having said this, we have found no evidence that it presents

any problems in numerous Monte Carlo experiments and empirical reanalysis. Another

potential problem involves potential numerical instability in a MLE routine. Instability

could result from large differences in magnitude between t, t2, and t3 and other regressors

given that t2 and t3 can get quite large depending on the maximum value of t.22 Given
22For example, if the maximum duration is t = 25 then t3 varies from 0 to 15625.

24



that this is always a potential concern when running MLE routines, the solution here is no

different than what common practice should already be. Simply examine the range of all

the data and t, t2, and t3 and rescale variables as necessary via division by some multiple

of 10. We have found utilizing t
100 and its square and cube generally works quite well.

Or, using t, t2, and t3

1000 also works well. In either case, users should remember to use the

appropriate scaling when plotting Pr(yi,t = 1|t).

6 Empirical Examples

In this section we replicate and extend the empirical analysis of Oneal and Russett (1997),

Palmer, London and Regan (2004), and Crowley and Skocpol (2001) using a cubic poly-

nomial. In all three cases, t, t2, and t3 yields results that are nearly identical substantively

to those reached with spline. Additionally, we show that a cubic polynomial outperforms

time dummies in the reanalysis of Oneal and Russett (1997) and Palmer, London and

Regan (2004) and allows for a much richer investigation of temporal effects present in

Crowley and Skocpol (2001). Finally, we use non-nested comparative model testing to

assess whether logit with a cubic polynomial or logit with spline or time dummies is more

appropriate in a maximum likelihood framework.

6.1 Trade and International Conflict

In an influential article, Oneal and Russett (1997) find that the probability of war is

significantly lowered both when two states are democracies and when two states have high

levels of trade. Beck, Katz and Tucker (1998) show that the latter relationship no longer

significantly lowers the probability of conflict when time dependence is taken into account.

Thus, “political liberalism” seems to find support even when the effects of time are taken

into account, while “economic liberalism” is not robust. We replicate the results found in

both Oneal and Russett (1997) and Beck, Katz and Tucker (1998) and demonstrate that

logit with t, t2, and t3 obtains the same results.

Table 2 contains the results of using logit with time dummies, spline, and a cubic

polynomial.23 Columns 1 and 3 are replications of the results found in Beck, Katz and

Tucker (1998), while columns 2 and 4 show logit with B-spline and t, t2, and t3 respectively.

Notice that the results across the four different specifications are remarkably similar. The
23We also replicated Oneal and Russett’s original findings using logit, but do not present them in Table 2.
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Figure 10: Hazards for Oneal and Russett Replication
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main finding, that trade does not significantly affect the probability of conflict in the

period under study, holds up when using logit with t, t2, and t3.

In order to more fully assess whether the results of logit with time dummies or spline

are substantively no different than of logit with t, t2, and t3, we also plot the hazard in

Figure 10. The curves are quite similar, although the logit with t, t2, and t3 probability

estimate for the year immediately following a conflict (or in some cases the first year

included in the data) is slightly lower, ≈ 0.17, than either of the other two estimates,

which are ≈ 0.22. The t, t2, and t3 curve also decreases less drastically after the first year,

but the overall differences are slight in terms of substantive interpretation.

In order to assess whether a cubic polynomial or the methods prescribed by Beck,

Katz and Tucker (1998) are the most appropriate in a maximum likelihood framework, we

conduct non-nested comparative model tests.24 The distribution-free test developed by

Clarke (2003) compares the individual log-likelihood values from two models. For every
24Note that a cubic polynomial is nested within a cubic spline. For Clarke’s test, the only consequence

of this is inefficiency.
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observation i = 1, . . . , n in which the first model has a higher log-likelihood than the

second model an n× 1 positive difference vector is given a one in the ith spot, and a zero

otherwise. The null hypothesis states that half of the elements in the positive difference

vector are one, while the other half are zero. To employ the test statistic, we just sum

the n elements of the positive difference matrix and use an exact binomial test with size

n and null probability 0.5.25 The Vuong test determines whether the average value of the

log-likelihood ratio is significantly different than zero Vuong (1989). Thus, while Clarke’s

test examines the individual log-likelihoods, Vuong’s test deals with the average of the

ratio of the summed log-likelihoods.

We compare logit with t, t2, and t3 and logit with natural cubic spline, but are unable

to compare our method to logit with time dummies because we dropped 916 observations

due to quasi-complete separation.26 The Clarke test provides support for the hypothesis

that logit with a cubic polynomial is significantly better than logit with natural cubic

spline. The sum of the positive difference vector is 12752 out of 20990 observations, which

means that our method outperforms BKT’s method 60.8% of the time. The probability

of seeing this result if the models are equally good (i.e., the sum of the positive difference

vector divided by n is 1
2 .) is arbitrarily close to zero. The Vuong test statistic is unable to

reject the null hypothesis that the two models are equally good, as the p-value is 0.499.

Thus, depending on the test chosen, t, t2, and t3 is at least as good, if not better than

natural cubic spline in the context originally analyzed by Oneal and Russett (1997).

6.2 Parliamentary Democracies and the Initiation of Militarized Dis-
putes

Palmer, London and Regan (2004) examine how heterogeneity among parliamentary democ-

racies affects conflict initiation and escalation decisions. The authors push beyond the

standard approach in the democratic peace literature and challenge the idea that all

democracies are a homogenous set. In particular, they examine how the following fac-

tors affect the initiation and escalation of militarized inter-state disputes: whether or not

there is a single ruling party or multiple parties in a coalition, the “left-right” orientation

of the ruling party or coalition, the size of the ruling coalition, and whether the government
25We can do this because we are dealing with the sum of n Bernoulli trials, which is distributed binomial.
26Even if we were able to run the tests, since logit with time dummies estimates 38 parameters compared

to 10 for logit with t, t2, and t3, the Akaike or Schwartz correction penalizes the former model enough to
make the tests rather uninteresting.
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is a minority or majority government. Analysis is conducted on eighteen parliamentary

democracies during the period 1949–1992 with separate logit models for initiation and

escalation.27 While the investigation of how the behavior of parliamentary democracies is

affected by their past involvement in conflicts would also be of interest, Palmer, London

and Regan (2004) do not pursue it for one of the same reasons we criticize time dummies

in section 3. As mentioned above, time dummies bring about severe separation issues in

their data that result in the loss of 672 out of 2975 observations (≈ 22.6%) as well as

19 of 39 time dummies (≈ 48.7%). Given that almost half of the time dummies had to

be dropped, the authors quite reasonably concluded that it was “too high a price to pay

(21)”, especially given that almost half of the information about time is lost anyhow.

We replicate their results regarding parliamentary democracies’ decisions to initiate

militarized interstate disputes (MIDs) and reanalyze their data accounting for time with

a cubic polynomial, time dummies, and cubic B-spline. The results of the four regressions

are shown in table 3.28 Note that when the effects of time are estimated, none of the

variables that pertain to the type of government are statistically significant. The only

statistically significant variable is the state’s relative military power, which is not a par-

ticularly striking finding. Thus, once the effects of time are accounted for, heterogeneity

among parliamentary democracies is no longer a strong predictor of conflict initiation.

We also estimate the hazard for logit with a cubic polynomial, spline, and time dum-

mies. The resulting hazard plots are shown in figure 11. Notice that the estimated hazard

plots for the cubic polynomial and spline are essentially identical, while the time dum-

mies plot is jagged and missing almost half of the plot due to quasi-complete separation.

The plot shows that conflict is most likely in years immediately following conflict, be-

coming quite unlikely after approximately five years have passed without a militarized

conflict. The probability of a parliamentary democracy initiating a MID starts to increase

after around two decades of peace, increasing through the maximum duration of 38 years.

While full analysis of this hazard via a thorough examination of cases is beyond the scope

of this paper, this counterintuitive upward trend in conflict initiation among democracies

is a trend worthy of further investigation.29

Again, we run comparative model tests to assess which model is the “best” model in

an MLE framework. The distribution free test provides support for our proposed method
27They test for selection effects and find none.
28Likelihood ratio tests show that any of the methods for estimating the effects of time are warranted.
29442 observations reach a duration of greater than 20, so this is not a negligible portion of the sample.
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Figure 11: Quasi-Complete Separation in Palmer, London and Regan (2004)
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when tested against spline. The sum of the positive difference matrix when testing logit

with a cubic polynomial against logit with spline is 2325 out of 2975 (78.2%). The proba-

bility of seeing this result if the models are equally good is arbitrarily close to 0. Thus, the

distribution free test provides strong support for our proposed method. As an additional

check, we also ran the Vuong test. The Vuong test returns a p-value of 0.500 and therefore

does not provide the same support for our method as Clarke’s test does. Thus, while our

method generally does better when we examine all individual observations, outperforming

BKT’s method in over 78% of the observations, when looking at the average log-likelihood

ratio neither model outperforms the other.

6.3 Associational Formation in the United States

Crowley and Skocpol (2001) use grouped duration analysis to assess the factors influenc-

ing associational formation in the United States from 1860 through the 1920s. Using a

remarkable data set that tracks the founding of state-level units for twenty-one organiza-

tions in the forty-eight continental states, they use logit with time dummies to determine
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whether factors associated with modernization and/or the after-effects of the American

Civil War were key determinants of associational formation, finding support for the latter

notion but little for the former.

Crowley and Skocpol’s dependent variable measures whether a state-level branch of a

membership federation was created in a given decade. Examination of Table 4 indicates

that the use of a cubic polynomial does not alter the authors’ substantive results in any

substantial way.30 The graph in Figure 12 shows the predicted hazard rates as a function

of time for logit with a cubic polynomial, spline, and time dummies. Although Crowley

and Skocpol did not include a hazard graph in their analysis, it is essential in order to

substantively assess the effect of time on associational formation. The hazard plot further

damages the modernization thesis, as it shows that the probability a state-level branch

of a federation formed is greatest about a decade after the organization was founded.

The hazard subsequently decreases and there are slight bumps around the third or fourth

decade in the plots produced by time dummies and B-spline. Thus, for all organizations

under study except four, this peak came between 1870–1900, which is consistent with civil

war effects explanation favored by Crowley and Skocpol.

Again, we run both Clarke’s test and the Vuong test to assess which model is most

appropriate for Crowley and Skocpol’s data in an MLE framework. The distribution free

test provides support for our proposed method when tested against both time dummies and

spline. The sum of the positive difference matrix when testing logit with a cubic polynomial

against logit with time dummies is 1762 out of 2529 (69.7%).31 The probability of seeing

this result if the models are equally good is arbitrarily close to 0. Thus, the distribution

free test provides strong support for our proposed method. As an additional check, we

also ran the Vuong test. The Vuong test returns a p-value of 0.498 and therefore does not

provide the same support for our method as Clarke’s test does. Thus, while our method

generally does better when we examine all individual observations, outperforming BKT’s
30Readers may notice that our estimated coefficient on the constant differs slightly from what Crowley

and Skocpol reported. Crowley and Skocpol utilized Stata for their analysis and included all the time
dummies as well as a constant term instead of dropping either the constant or the first time dummy. Stata
arbitrarily chooses the sixth time dummy to drop due to collinearity problems (we tried this using Stata
8). We chose to estimate a constant and to drop the first time dummy rather than to drop the sixth
time dummy. We also divided several of their variables by a multiple of 10 to make the regressors all
of similar relative magnitudes. This accounts for the larger coefficients on several of the variables (e.g.,
Urban Growth). One can recover Crowley and Skocpol’s coefficients by dividing our coefficients by the
same number we divided a given variable by. We also ran logit with B-spline and found results that were
substantively no different.

31Since data separation is not a problem in Crowley and Skocpol (2001) we are able to directly compare
the use of a cubic polynomial versus time dummies.
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Figure 12: Hazards for Crowley and Skocpol Replication
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method in nearly 70% of the observations, when looking at the average log-likelihood ratio

neither model outperforms the other.

We also ran both the distribution free test and the Vuong test to compare logit with

t, t2, and t3 and logit with spline. The results were essentially the same as for logit with

time dummies, with Clarke’s test returning a positive difference matrix sum of 1467 (58%)

and a p-value arbitrarily close to 0, while the p-value for the Vuong test was 0.500.

6.3.1 Accounting For Non-Proportional Hazards

An additional advantage of using t, t2, and t3 is that it is relatively easy to account

for non-proportional hazards.32 As Box-Steffensmeier and Zorn (2001) note, nearly all

duration models that are commonly used by political scientists assume that the hazards

are proportional relative to each other over time. However, there are many instances where,

substantively, we would expect these hazards to be non-proportional. The proportional
32Thanks are due to Hein Goemans for suggestions on this point.
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hazards assumption may not only prevent researchers from examining important empirical

phenomena, but also result in bias and incorrect standard errors if it is not warranted.

For regressors that exhibit non-proportionality, Box-Steffensmeier and Zorn (2001) propose

the interaction of the regressors with ln(Time). When using logit or cloglog with a cubic

polynomial, we can simply interact the regressors that exhibit non-proportional effects on

the hazard with t, t2, and t3.

We hasten to point out that estimating and interpreting the effects of time is not just an

econometric issue, but a theoretical one as well. Even though Crowley and Skocpol utilize

logit with time dummies as prescribed by BKT, beyond the inclusion of the dummies as

“controls” they do not really investigate the effect of time, even though (as we demonstrate

below) their theoretical framework has an important temporal component.

Crowley and Skocpol (2001, 814) explicitly state that they are interested in when and

how membership associations in the United States developed and grew. They note that

despite the popularity of the idea among historians that socio-economic modernization

and high levels of immigration were the main catalysts of associational development, an

historical-institutionalist perspective also has a lot of explanatory power. In particular,

they focus on the pivotal role that the U.S. Civil War (1861–1865) plays in the historical-

institutionalist account of associational development. Since the U.S. government lacked

a large standing army or well-developed bureaucracy prior to the Civil War, voluntary

federations were assembled across the states to aid in raising an army. After Northern

victory, civic associational structures built to support the war effort remained in place or

were replicated by the founders of new civic associations.33 The historical institutionalist

account just briefly summarized implies that associational development was propelled by

the after-effects of associational building and development during the U.S. Civil War.

Importantly, while Crowley and Skocpol have nicely analyzed how associational devel-

opment was influenced by the Civil War, they have very little to say about when these

effects materialized across time. Despite including time dummies as “temporal controls”,

they do not estimate or plot the hazard across the seven decades included in their analysis.

This is unfortunate as the historical-institutionalist account that they discuss implies that

time plays a significant role in associational development in the postbellum U.S. If the

historical-institutionalist account is correct, we would expect growth in associations to be

strongest in the immediate aftermath of the Civil War, which is exactly what we find in
33For a complete account, see Crowley and Skocpol (2001, 814–816) and the sources they cite.
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figure 12.

Given that the key variable that captures the effect of the Civil War varies across states,

we would expect the temporal dynamics of associational development to vary depending

on how much mobilization for and fighting in the Civil War was experienced in each

state. Recall that two of Crowley and Skocpol’s primary variables measure the effects

of the Civil War on associational formation in the postbellum United States. These two

variables measure the percent of the population in Union armies and the pension dollars

per pensioner respectively. We have strong reason to suspect that the effects of the Civil

War exhibit non-proportionality over the 7 decade postbellum era, as the individuals

and organizational structures that were built and/or gained experience during the war

effort would have had their effect within a couple decades or atrophied (in the case of

organizational structures) or even died (in the case of individuals). Thus, we should

expect the Civil War effect to taper off considerably as we observe durations that imply

an association being formed in the 1900’s. The pension dollars variable was the most

substantively significant of the two (see Crowley and Skocpol (2001, 825)34) and exhibited

non-proportionality. We used a likelihood ratio test where the restricted model did not

have the time interactions with the variable of theoretical interest and found that the

restrictions were rejected at well below the 0.05 level.35

The graph in Figure 13b plots the probability that a federated voluntary association

forms as we vary both time and the pension dollars per pensioner in each state. When a

federated association is created (duration=0), which is 1860 for 17 of the 21 associations,

the effect of pension dollars per pensioner is dramatic, as it increases the probability

from about 0.15 to nearly 0.50. As the time between the start of the association and

the emergence of a state-level branch increases, the effect of pension dollars per pensioner

decreases markedly. When pension dollars per pension is very high (i.e., $200–$250),

the probability drops dramatically in a nearly linear fashion. However, in states where

pension dollars per pensioner is relatively low, the effects of time are non-linear. The

hazard increases for approximately two decades after the founding of the federation and

subsequently decreases, although the decrease is less dramatic than in states where per
34We replicated Crowley and Skocpol’s table 5 using logit with a cubic polynomial and obtained very

similar results.
35Box-Steffensmeier and Zorn (2001) advocate examination of the Schoenfield residuals plotted against

the variable(s) of interest when using a continuous time Cox proportional hazards model. When using logit
or cloglog, a likelihood ratio test will pick up whether the restriction of proportionality is correct and be
much easier to implement. See King (1998, 84–85) and Greene (2003, 349) for details.
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pensioner pension dollars is high. This relationship indicates that organizations took off

very fast where the Union armies had a large postbellum footprint and were generally

followed several decades later by states where the organizational influence of the Union

army was negligible. Contrast this with the graph in Figure 13a that depicts the equivalent

plot under the proportional hazards assumption. Here the effect of time is constant across

different levels of pension dollars; thus, the hazard shape is identical to that in Figure 12,

although it shifts upward as pension dollars increase. Thus, while Crowley and Skocpol

were correct about the positive impact of Union armies, they did not fully explore the

temporal dimension of the relationship, which actually provides even stronger support for

their theoretical perspective. In sum, when time is modeled in a theoretically informed

way we are able to produce richer empirical analysis and to actually “take time seriously”.

7 Conclusion

BKT made an important methodological and substantive contribution in demonstrating

that BTSCS data was simply grouped duration data. This simple observation, coupled

with recommendations for how to deal with temporal dependence has generally improved

the quality of empirical research that analyzes BTSCS data. This being said, we take issue

with BKT’s recommendations that researchers utilize logit with time dummies or splines

to analyze BTSCS data that exhibits time dependence. We show that time dummies

suffer from complete and quasi-complete separation issues and inefficiency issues, while

splines suffer from problems of interpretation and knot selection. Additionally, there is

more to “taking time seriously” than just adding regressors as “controls.” We argue

that researchers should also plot and interpret the hazard rather than treat temporal

dependence as a nuisance. Failing to do so not only neglects substantively interesting and

important information, but can also lead to bias in other coefficients of interest due to

omitted variable bias.

We show that our simpler alternative outperforms time dummies and performs as well

as splines in monte carlos and empirical applications: using t, t2, and t3, which serves as

a Taylor series approximation to just about any shape of hazard. t, t2, and t3 is trivial

to implement and avoids the problems associated with time dummies and splines. t, t2,

and t3 is also quite flexible in that it allows researchers to model substantively interesting

non-proportionality of the hazard in regressors. Thus, while we agree with BKT in that

researchers need to take time seriously, we recommend that this be done with t, t2, and
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t3.
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A Procedure for Plotting the Estimated Effect of Time in
Spline-Based Models

The following assumes the researcher has already conducted logistic regression and in-

cluded the spline basis vectors as regressors. To plot the estimated Pr(yi,t = 1) as a

function of time, the researcher should follow these steps:

1. Construct a new time vector t̃ = {1, 2, 3, . . . , max(t)}. This will be used in the next

step and will serve as the x-axis for the plot.

2. Apply the spline function that was used for the data analysis in exactly the same

way (i.e., same number and location of knots) to the t̃ vector. This will provide basis

vectors for t̃ that correspond to those used in the regression. The ordering of the

observations will also correspond to the ordering of time in t̃.

3. Using the logistic regression’s parameter estimates, calculate Pr(yi,t = 1) for each

row in the newly generated (t̃) basis vectors, substituting those basis vectors into

their corresponding locations in the regression equation, while holding all other (non-

spline) variables constant at some value (e.g., their means or medians).

4. The estimated probabilities will be ordered according to the ordering in t̃. The

researcher then needs only plot the estimated Pr(yi,t = 1) with t̃ along the x-axis.
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Table 2: Oneal and Russett Logit Replication
Time Dummies B-Spline Natural Cubic Spline t, t2, t3

Constant -0.943 -0.966 -0.965 -1.209
(0.093) (0.093) (0.093) (0.090)

Democracy -0.547 -0.546 -0.546 -0.537
(0.080) (0.080) (0.080) (0.078)

Economic Growth -0.115 -0.115 -0.115 -0.155
(0.092) (0.092) (0.092) (0.090)

Alliance -0.471 -0.470 -0.470 -0.489
(0.090) (0.090) (0.090) (0.087)

Contiguous 0.699 0.694 0.694 0.667
(0.089) (0.089) (0.089) (0.087)

Capability Ratio -0.303 -0.304 -0.304 -0.308
(0.042) (0.042) (0.042) (0.042)

Trade -12.675 -12.884 -12.889 -14.078
(10.499) (10.505) (10.505) (10.650)

t -1.820 -7.457
(0.111) (0.340)

t2 4.422
(0.345)

t3 -0.788
(0.088)

Spline1 -2.331 -245.712
(0.156) (26.123)

Spline2 -3.637 79.705
(0.277) (10.951)

Spline3 -6.711 -11.028
(0.246) (2.759)

Spline4 -2.294
(0.361)

Log-Likelihood -2554.723 -2582.876 -2582.877 -2658.931

N = 20074 20990 20990 20990
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Table 3: Palmer, London and Regan (2004) Logit Reanalysis
Original Time Dummies B-Spline t, t2, t3

Constant -4.474 -2.313 -2.328 -2.350
(0.748) (0.860) (0.853) (0.852)

Coalition Score 0.142 0.072 0.070 0.072
(0.067) (0.067) (0.066) (0.066)

One Pivotal Party? -0.015 -0.111 0.009 0.025
(0.489) (0.528) (0.591) (0.595)

Multiple Pivotal Parties? -0.636 -0.357 -0.267 -0.267
(0.390) (0.090) (0.522) (0.527)

% of Seats held by Govt. 0.018 0.006 0.005 0.005
(0.007) (0.007) (0.007) (0.007)

Minority Govt.? -0.627 -0.638 -0.555 -0.560
(0.421) (0.587) (0.582) (0.587)

Single-Party Govt.? -0.691 -0.444 -0.352 -0.354
(0.383) (0.530) (0.525) (0.530)

Military Power 0.450 0.244 0.245 0.248
(0.039) (0.042) (0.042) (0.042)

t -4.231
(0.686)

t2 1.658
(0.576)

t3 -0.156
(0.119)

Spline1 -1.806
(0.377)

Spline2 -3.721
(0.762)

Spline3 -2.820
(0.496)

Spline4 -0.633
(0.600)

Log-Likelihood -737.075 -659.093 -677.723 -678.276

N = 2975 2303 2975 2975
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Table 4: Crowley and Skocpol Logit Replication
Time Dummies t, t2, t3

Constant -2.443 -2.191
(0.434) (0.426)

Urban Growth 0.112 0.095
(0.061) (0.059)

Manufacturing per capita -0.056 -0.145
(0.295) (0.290)

Railroad Mi. per capita -18.834 -18.481
(10.641) (10.523)

Teachers per capita -9.496 -7.128
(9.531) (8.684)

Percent literate 0.055 0.040
(0.053) (0.053

Percent in Union Armies 0.029 0.031
(0.010) (0.010)

Pension $ per pensioner 0.475 0.378
(0.077) (0.075)

Electoral Competitiveness 0.045 0.043
(0.016) (0.016)

Foreign Born Growth 0.028 0.004
(0.089) (0.082)

Population Growth -0.002 -0.001
(0.001) (0.001)

Odd Fellows per capita -3.660 0.350
(6.690) (6.560)

Percent Protestant 0.056 0.072
(0.029) (0.028)

Neighbor Effects 0.315 0.283
(0.046) (0.044)

t 0.545
(0.175)

t2 -0.226
(0.097)

t3 0.014
(0.014)

Log-Likelihood -1508.480 -1544.439
N = 2529 2529
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Figure 13: Proportional and Non-Proportional Hazards for Crowley and Skocpol (2001)
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