
Journal o Undergraduate Research 53

s
t
a
t
i
s
t
i
c
s

Abstract

This study investigates the predictive actors or heart disease

utilizing logistic regression analysis on a dataset containing

various health indicators. By using a backward elimination

approach and Akaike Inormation Criterion (AIC) or model

selection, signicant predictors such as sex, chest pain type,

blood pressure, cholesterol level were identied. Assumption

checks conrmed the model’s validity. Visualizations and sta-

tistical summaries provided insights into the relationships be-

tween heart disease occurrence and key predictors. The nal

logistic regression model, validated by ROC curve and a con-

usion matrix, demonstrates a robust predictive capability.

The primary contribution o this study lies in demonstrating

logistic regression techniques and model validation through

tools like ROC curves and conusion matrices. This research

thus serves as a tutorial on statistical modeling o heart disease

risk actors.

Introduction

Heart disease is still a signicant issue in the global health

eld. Inside the US, more than 690,000 people die o heart

disease each year and more than 800,000 people will experi-

ence a heart attack. Thus, understanding predictive actors is

crucial or eective prevention and diagnosis [6]. In this

study, we analyze a comprehensive dataset relating to heart

disease rom UCI Machine Learning Repository [8]. It com-

prises records rom our databases collected rom Cleveland,

Hungary, Switzerland, and the VA Long Beach. It includes 13

eatures, ocusing on attributes such as age, sex, chest pain

type, and cholesterol levels, among others. These eatures are

represented in categorical and integer. Logistic regression is

used to explore the impact o various actors on heart disease.

The methods include data preprocessing, model selection us-

ing Akaike Inormation Criterion (AIC), and model interpre-

tation.

In developing a logistic regression model to predict heart dis-

ease, our approach aligns with Zhang, Diao, and Ma, who

demonstrated logistic regression’s eectiveness in heart dis-

ease prediction among the elderly, emphasizing the model’s

potential in clinical settings [5]. Furthermore, Anshori and

Haris supported our ndings by highlighting logistic regres-

sion’s high accuracy in diagnosing heart disease using com-

prehensive patient medical records [4]. Beyond heart disease,

logistic regression has been eectively applied in other medi-

cal elds. For example, Nusinovici compared logistic regres-

sion with machine learning algorithms in predicting chronic

diseases such as diabetes and hypertension, showing that lo-

gistic regression oten perorms well [3]. These reerences

collectively reinorce the applicability and ecacy o logistic

regression models in the eld o medical prediction and diag-

nostics, providing a strong oundation or our study.

The article identies some key eatures related to heart dis-

ease, including sex, max. HR, type o chest pain, blood pres-

sure, cholesterol level, the number o vessels shown in coro-

nary angiography, ST depression, and slopes o ST and Thal-

lium were identied as key actors that signicantly infuence

heart disease occurrence. The logistic regression model con-

structed through a backward elimination approach allowed us

to quantiy the relative impact o each variable on the proba-

bility o heart disease.

In the model evaluation section, we introduced the AIC as a

powerul tool or model selection, balancing goodness o t

and model complexity[7]. Furthermore, the concept o the

conusion matrix was explained, along with the calculation o

metrics such as accuracy and precision[1]. These metrics

comprehensively assessed the perormance o the logistic re-

gression model in predicting heart disease.

1. Logistic Regression

1.1 Introduction to the Binary Logistic

Regression Model

Logistic regression is a powerul statistical learning model

used or binary classication problems. The undamental idea

o the model is to map the output o a linear regression model

through a logistic unction, transorming predictive values

into probability values, which are then used to make classi-

cation decisions [1]. In this section, the main purpose is to

introduce the core concepts o logistic regression, including

the denition o the model and its basic assumptions, and we

will derive the estimation process o the model parameters in

detail using the maximum likelihood estimation method.

Denition o Logistic Regression:

Logistic regression is a statistical model used to depict the

probability o a binary outcome, oten coded as 0 or 1, based

on one or more predictor variables. The main goal o logistic

regression is to determine the likelihood that a particular event

will occur, as a unction o the input variables. The probability

that an event occurs, represented as P (Y = 1), is given by the
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ormula:

P(Y = 1) is the probability o the event occurring.

e is the base o the natural logarithm.

β0, β1, . . . , βk are the coecients o the model, indicating the

impact o each input variable on the probability o the event

occurring.

X1, X2, . . . , Xk are the values o the input variables.

Derivation o Maximum Likelihood Estimation:

To estimate the parameters o the logistic regression model,

this paper uses the maximum likelihood estimation

method[1]. The objective o maximum likelihood estimation

is to nd a set o parameters that maximize the likelihood

unction or the observed sample data. For logistic regression,

the likelihood unction is:

N is the number o samples.

Yi is the actual category o the ith observed sample (0 or 1).

yi is the probability o the predicted category or the ith sam-

ple, given by the logistic regression model.

P(Yi = yi) is the predicted probability that the outcome Yi is

equal to yi.

The goal o the likelihood unction is to maximize this proba-

bility, or more specically, to nd the model parameters β0,

β1, . . . , βk, that make the probability o observing the data the

highest. Usually, or the convenience in calculation, the natu-

ral logarithm o the likelihood unction is taken, resulting in

the log-likelihood unction:

Logistic regression usually uses an iterative method (such as

gradient descent) to initiate maximum likelihood estimation to

obtain the coecients o the model.

2. Interpretation o the Fitted Logistic

Regression Model

2.1 Akaike Inormation Criterion (AIC)

TheAIC is a statistical criterion or model selection, proposed

by the Japanese statistician Hirotugu Akaike. The core idea o

AIC is to balance the evaluation o model t and complexity.

It considers the t o the model to the data and complexity o

the model to avoid overtting.

The ormula or calculating AIC:

AIC = 2 × log-likelihood + 2 × number o parameters

Here, the log-likelihood is the value o the log-likelihood

unction or the model tted to the observed data, and the

number o parameters is the count o parameters in the model.

The goal o AIC is to minimize its value, as it takes into ac-

count both the goodness o t o the model and its complexity.

2.2 Conusion Matrix and Accuracy

The conusion matrix is a table used to evaluate the peror-

mance o models, particularly suitable or binary classication

problems. Through the conusion matrix, we can calculate the

ollowing metrics:

3. Dataset

3.1 Summary o the Dataset

This study uses a dataset on heart disease to investigate actors

associated with the risk o heart disease. The dataset contains

multiple key variables, which are believed to be potentially

related to the occurrence o heart disease.

Variable Denition:

1. Sex: Represents the individual’s biological sex, categorized

as male or emale (0: emale, 1: male).

2. Age: Records the age inormation o each individual (29 -

77 years).

3. Chest Pain Type: Describes the type o angina pectoris (1:

typical angina, 2: atypical angina, 3: non-anginal pain, 4:

asymptomatic).

4. Blood Pressure (BP): Measures the individual’s blood pres-

sure level (94 - 200 mmHg).

5. Cholesterol Level: Records the individual’s cholesterol

level (126 - 564 mg/dl).

6. Fasting Blood Sugar (FBS): Indicates whether the individ-

ual’s blood sugar level exceeds 120 mg/dl when asting (0:

No, 1: Yes).

7. EKG Results: Describes the ndings o the electrocardio-

gram, (0: normal, 1: ST-T wave abnormality, 2: probable or

denite let ventricular hypertrophy).

8. Maximum Heart Rate (Max HR): Records the maximum
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heart rate achieved by the individual (71 - 202 beats/minute).

9. Exercise Angina: Indicates whether the individual experi-

ences angina during exercise (0: No, 1: Yes).

10. ST Depression: Measures the level o ST segment depres-

sion (0 - 6.2).

11. Slope o ST: Describes the slope characteristics o the ST

segment (1: up-sloping, 2: fat, 3: down-sloping).

12. Number o Vessels in angiography: Records the number o

vessels shown in coronary angiography (0 - 3).

13. Thallium Test Results: Describes the results o the Thal-

lium test (3: normal, 6: xed deect, 7: reversible deect).

14. Heart Disease: Whether a person has heart disease (0: No,

1: Yes).

Through the analysis o these variables, this paper aims to

establish a model or predicting the probability o heart dis-

ease occurrence, to gain a deeper understanding o the impact

o various actors on the risk o heart disease.

3.2 Data Visualization

1. Age and the occurrence o heart disease: (Fig.1)

Visualization results: The boxplot o age versus the occur-

rence o heart disease shows that the median, rst, and third

quartile o individuals with heart disease are higher than indi-

viduals without heart disease, and individuals with heart dis-

ease exhibit a let-skewed distribution.

Statistical results: The average age o individuals without

heart disease is 52.7, with a median age o 52; or individuals

with heart disease, the average age is 56.6, with a median age

o 58. Based on the results above, it suggests that older people

might have a higher chance to gain heart disease.

2. Sex and the occurrence o heart disease: (Fig.2)

Visualization results: The bar chart o sex versus the occur-

rence o heart disease shows that there are more cases o heart

disease among males than emales.

Statistical results: The probability o males having heart dis-

ease in our sample is 54.64%, compared to emales (22.99%).

3. Chest pain type and the occurrence o heart disease:

(Fig.3)

Visualization results: The bar chart o chest pain type versus

the occurrence o heart disease shows that among individuals

with chest pain type 4(asymptomatic), the rate o having heart

disease is apparently higher than the other three types.

Statistical results: The probability o heart disease cases with

chest pain type 4 is 70.54%, compared to other three types

(25.00%, 16.67%, 21.52%).

4. Blood pressure and the occurrence o heart disease:

(Fig.4)

Visualization results: The boxplot o blood pressure versus the

occurrence o heart disease shows that there is no signicant

dierence between individuals with and without heart disease.

Statistical results: The average blood pressure o individuals

without heart disease is 128.87, with a median age o 130; or

individuals with heart disease, the average age is 134.442,

with a median age o 130. Based on the results above, it sug-

gests that blood pressure might have no impact on the occur-

rence o heart disease.

Figure 2.

Sex Barplot

Figure 1. Boxplot

o Age Distribution

Figure 3.

Chest Pain Type Barplot

Figure 4. Boxplot

o Blood Pressure
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Figure 5.Max Heart Rate Distribution Plot

5. Maximum heart rate and the occurrence o heart

disease: (Fig.5)

Visualization results: The histogram o maximum heart rate

versus the occurrence o heart disease shows that individuals

with heart disease tend to have a relatively lower maximum

heart rate.

Statistical results: The average maximum heart rate or indi-

viduals without heart disease is 158, with a median o 161; or

individuals with heart disease, the average maximum heart

rate is 139, with a median o 142.

4. Model Selection

4.1 Exploring the Full Model

In the process o tting the ull model, this paper adopts a bi-

nary logistic regression model, aiming to gain a deeper under-

standing o the characteristics o the heart disease dataset. The

ull model includes multiple predictive variables, among Sex,

age, chest pain type, and other key actors. This section will

detail the steps o tting the ull model, model selection by

backward elimination, and various aspects o reduced model.

4.2 Binary Logistic Regression Model

First, the paper reviews the denition and basic assumptions

o the binary logistic regression model. The logistic regres-

sion model is a statistical learning model or binary classi-

cation problems, used to predict the probability o occurrence

o a certain event. The basic orm o the model is as ollows:

logit(p) = β0 + β1X1 + β2X2 + . . . + βkXk

p is the probability o the presence o the characteristic o

interest (e.g. having heart disease).

1-p is the odds ratio (OR) o the characteristic o interest

occurring or not. Xj represents the independent variables

(predictors).

βk represents the coecients that measure the impact o pre-

dictors.

Table 1. Logistic Regression Coecient Summary

4.3 Model Generated by Backward Selection

Method o Backward Selection

For the model selection process, this paper uses the method

o backward selection, evaluating the model’s perormance

through the Akaike Inormation Criterion (AIC). Backward

selection improves the model’s simplicity by progressively

eliminating variables that contribute less to the model.

Model Selection Results

The results o backward elimination show that the nal model

includes key variables such as Sex, Chest pain type, Blood

Pressure (BP), Cholesterol level, Max heart rate, ST.depres-

sion, Slope o ST, Number o vessels shown in coronary an-

Table 2. Backward Regression Coecient Summary
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giography and Thallium. These variables are considered to

have a signicant impact on the occurrence o heart disease.

4.4 Model Analysis

Using the glm unction in R, this paper successully tted a

binary logistic regression model. The tting results o the

model are displayed using the summary unction, which

includes the coecients, standard errors, z-values, p-values,

etc., or each predictive variable. This paper ocuses on the

signicance o each coecient to determine whether the vari-

ables have a statistically signicant impact on the occurrence

o events.

Furthermore, the paper conducted model diagnostics, includ-

ing using the Box-Tidwell test to check the model’s linearity,

the Durbin-Watson test to veriy the independence o observa-

tions, VIF to examine multicollinearity, and MC distance to

check the extreme outliers. This series o diagnostic processes

helps to ensure the model’s reasonableness and accuracy.

Assumption:

1. Multicollinearity checking: VIF (Variance Infation Factor)

values are used to test or multicollinearity, and most variables

have VIF values within a reasonable range (less than 2), sug-

gesting that the infuence o multicollinearity among variables

is minimal. Since no VIF value exceeds 2, the multicollinear-

ity may not be considered as an issue.

2. Independence checking: The Durbin-Watson statistic is

2.137, with a p-value o 0.262. The statistic being close to 2

and the relatively large p-value suggest that there is no sig-

nicant auto-correlation between dierent variables, indicat-

ing that the variables are independent.

3. Linearity checking: Check the linearity o logistic regres-

sion by Box-Tidwell. The Box-Tidwell test is or checking the

linearity between continuous predictors and the logit o the

dependent variable. The signicance o Box-Tidwell means

the non-linear relationship between predictors and the logit o

the dependent variable. From the result o the Box-Tidwell

test, we can nd out that the p-value o all continuous vari-

ables is larger than 0.05, which indicates no violation o lin-

earity needs to be considered.

4. Outliers checking by Cook’s distance: By calculating

Cook’s Distance, it is possible to identiy outliers that may

have a signicant impact on the model. Based on the plot,

potential outliers can be identied - those whose Cook’s Dis-

tance exceeds a predetermined threshold - and these outlier

points can be removed. Although some observations’ Cook’s

Distance might be much higher than other points (2, 88, and

265), they can not be considered as infuential points since

their Cook’s Distances are all less than 0.5, indicating that

they do not have signicant impacts on the model results ater

removing them.

4.5 Model Explanation

Infuence o Parameters

By interpreting the model parameters, this paper ocuses on

the relative contributions o various variables to the probabil-

ity o occurrence o heart disease, holding all other variables

constant. In logistic regression, the coecients represent the

change in the log odds o the outcome or a one-unit increase

in the predictor variable or dierent types, with all other vari-

ables held constant. Exponentiate coecient or translating

the coecient into an odds ratio. I the coecient is

positive, indicating that the odds o having heart disease will

time some value (exp(coecient)) higher than 1, which will

raise the occurrence o heart disease, in contrast, the negative

coecient will decrease the occurrence o heart disease.

1. Sex: When a patient’s sex is male, the odds o a patient

having heart disease are exp(1.851) =

6.366 times the odds o a emale patient having heart disease,

holding all other variables constant.

2. Chest Pain Type: When a patient’s chest pain type is Atypi-

cal Angina, Non-Anginal Pain andAsymptomatic, the odds o

a patient having heart disease are exp(1.264) = 3.540, ex-

p(0.446) = 1.562, exp(2.532) = 12.579 times the odds o pa-

tient’s chest pain type is typical angina, holding all other vari-

ables constant.

3. Blood Pressure (BP): For each 1 mmHg increase in the

patient’s Blood Pressure, the odds o having heart disease

multiply by exp(0.024) = 1.024, holding all other variables

constant.

4. Number o Vessels Shown in Coronary Angiography: For

each number increase in patient’s vessels shown in Coronary

Angiography, the odds o having heart disease multiply by

exp(1.1346) = 3.110, holding all other variables constant.

5. ST depression: For each 1 unit increase in ST segment de-

pression, the odds o having heart disease multiply by ex-

p(0.467) = 1.595, holding all other variables constant.

6. Slopes o ST:When a patient’s slope o ST is fat and down-

sloping, the odds o a patient having heart disease are ex-

p(1.025) = 2.787, exp(0.166) = 1.181 times the odds o the

patient’s slope o ST is up-sloping, holding all other variables

constant.

7. Thallium: When a patient’s thallium test result is a xed

deect and reversible deect, the odds o a patient having heart

disease are exp(−0.324) = 0.723, exp(1.377) = 3.963 times the

odds o the patient’s thallium test result is normal, holding all

other variables constant.

8. Cholesterol: For each 1 mg/dl increase in the patient’s

cholesterol level, the odds o having heart disease multiply by

exp(0.007) = 1.007, holding all other variables constant.

9. Max.HR: For each 1 unit o heart rate increase or patients,

the odds o having heart disease multiply by exp(−0.020) =

0.980, holding all other variables constant.



Fall 2024 • Volume 23 • Issue 158

w
a
n
g

Overall Perormance

Figure 6. ROC Curve

The overall perormance o the Backward reduced model is

evaluated using a conusion matrix and ROC curve (Fig.6).

An ROC curve with an AUC o 0.8692 indicates that the

model has a high accuracy in predicting heart disease. The

model’s accuracy is 87.41%, and the conusion matrix shows

the model’s predictive perormance.

Conusion Matrix o Reduced Model:

Likelihood Ratio Test

Comparing the reduced model with the ull model, by using

the Likelihood Ratio Test (LRT) or model comparison. The

ull model (Model 1) includes all predictor variables, while

the backward regression model (Model 2) achieves model

simplication by gradually removing some variables. During

the model comparison process, dierences between Model 1

and Model 2 were observed and the corresponding p-value

was calculated. The results show that the reduced model is

adequate (p-value = 0.457), indicating that the additional vari-

ables in Model 1 might not provide sucient explanatory

power and the simpler Model 2 is, the more preerable due to

its parsimony.

Conclusion

In summary, our research comprehensively analyzed the pre-

dictive actors or heart disease using logistic regression.

Through a rigorous process o model selection and validation,

we successully reduced the variables rom 13 to 9, and iden-

tied key variables such as sex, max. HR, cholesterol, type o

chest pain, blood pressure, number o vessels, ST slopes, ST

depression, and Thallium levels as signicant predictors or

the occurrence o heart disease. The logistic regression model,

selected based on theAIC, provides a quantiable understand-

ing o each variable’s infuence on heart disease risk. This

study’s ndings underscore the importance o these predictors

in clinical settings, oering healthcare proessionals a robust

tool or early identication and management o individuals at

high risk or heart disease. The model’s high accuracy (0.874),

as evidenced by the ROC curve and conusion matrix, demon-

strates its potential utility in real-world applications, particu-

larly in preventative health strategies and personalized

medicine.

Furthermore, assumption checks or multicollinearity, inde-

pendence, linearity, and outliers conrmed the model’s relia-

bility, ensuring that the results are both statistically and clini-

cally valid. Data visualization techniques were used to en-

hance the interpretability o key variables, providing clear

insights into their relationship with heart disease occurrence.

However, this research is not without limitations. The dataset

used, although comprehensive, may not capture all potential

risk actors or heart disease. Future research could benet

rom incorporating additional variables such as genetic mark-

ers, liestyle actors, and other biomarkers to improve the

model’s predictive power. Additionally, the model’s applica-

bility to diverse populations needs urther investigation to

ensure its generalizability across dierent demographic

groups. Furthermore, we acknowledge that the dataset used in

this study is relatively dated and may not ully capture the cur-

rent trends and patterns in heart disease risk actors. To en-

hance the relevance and accuracy o uture predictions, it

would be benecial to utilize updated datasets, potentially

sourced rom electronic medical records (EMRs) and other

modern data collection techniques. Access to current data

would allow or the identication o contemporary risk actors

that are more refective o the present-day patient population,

thereby improving the model’s applicability and accuracy.

Overall, this research provides a valuable meaning or under-

standing the predictive actors o heart disease, oering sig-

nicant implications or both clinical practice and public

health strategies and contributing to the ongoing ght against

heart disease on a global scale.
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