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How Are Computer Science Educators
Teaching With and About Al?

Survey Highlights

Guidance on Computer Science Education in an Age of Al is informed by a survey of CS teachers (n = 364 teachers,
24% primary, 76% secondary, 12% international) administered by the CSTA and TeachAl in May 2024.

85% 48%

88%

of teachers think students in of teachers said they feel of teachers said they would benefit
introductory courses should learn equipped to teach about Al. from professional development to
about Al. learn how to use and teach about Al.



Popular K-12 Al Education Platforms

Elementary Al curricula
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Popular K-12 Al Education Platforms

Pokémon images

Make a project in Scratch that predicts the
type of Pokémon from how it looks

Teach a computer to recognize pictures
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Machine Learning For
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Speech to text
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speech recorded through your
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Popular K-12 Al Education Platforms

We currently support

= Image classification Affective computing

> o s = Text classification Gesture recognition

| g ] = Il - = Natural language processing Social robotics
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Computers and Education: Artificial Intelligence
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A systematic review of Al education in K-12 classrooms from 2018 to 2023: &&=

Topics, strategies, and learning outcomes

Sang Joon Lee ™, Kyungbin Kwon "

* Industrial Technology, Instructional Design, and Ct ity College Leadership, Mississippi State University, Box 9730, Mississippi State, MS, USA

b Learning, Design, and Adult Education, Indiana University, 201 N. Rose Ave., Bloomington, IN, USA

ARTICLEINFO ABSTRACT

Keywords: Al education aims to teach Al concepts, essential knowledge, and skills related to the fundamental ideas in Al As

:lm:dﬂl intelligence Al becomes increasingly prevalent in our daily lives, schools and educators have started to recognize the
ucation

importance of Al education in K-12 schools. However, there have been a limited number of studies reporting on
the implementation of Al education in classrooms. This systematic review aimed to provide an overview of the
current state of Al education in K-12 schools, exploring topics, instructional approaches, and learning outcomes.
Twenty-five peer-reviewed journal articles published between 2018 and 2023 were selected for this systematic
review. The findings highlighted that various topics were covered in K-12 Al education, including fundamental
Al concepts, different types of Al, Al applications, and ethical considerations related to Al To facilitate mean-
ingful learning experiences, educators frequently i d hand activities and project-based learning. The
findings supported the benefits of Al education in enhancmg students’ Al literacy, problem-solving skills, and
ethical reflections on AI's societal impact. Furthermore, it fostered motivation, positive attitudes toward Al, and
an interest in technology while inspiring career aspirations. It is recommended to develop tailored Al curricula,
instructional strategies, and appropriate tools and resources that seamlessly integrate into various subjects within
the standard school curriculum.

Systematic review
K-12

Table 4

Sample tools used in Al education.

Programming languages
and environment

Machine learning and Al
platforms

Educational platforms
and tools

e Python (Jagannathan
and Komives, 2019;
Oskotsky et al., 2022;
Tsai et al., 2022)

e Jupyter Notebook (Chiu
et al., 2022; Kaspersen
et al., 2022)

e Anaconda Python
(Monteith et al., 2022)

e Blockly (Chiu et al.,
2022)

e Scratch (Alonso, 2020;
Estevez et al., 2019;
Fernandez Martinez
et al., 2021; Jang et al.,
2022; Shamir and Levin,
2021, Shamir and Levin,
2022; Xia et al., 2022)

e Google CoLab
(Oskotsky et al., 2022)

.

AWS (Jagannathan
and Komives, 2019)
Scikit Learn
(Jagannathan and
Komives, 2019)
Cognimates
(Fernandez Martinez
et al., 2021)

Machine Learning for
Kids platform (Shamir
and Levin, 2022)
Google’s Teachable
Machine Al training
primer (Monteith

et al., 2022)
TensorFlow/Keras
(Aung et al., 2022;
Monteith et al., 2022)
Magenta (Monteith

et al.,, 2022)

OpenCV (Monteith

et al.,, 2022)

Google’s Teachable
Machine 2 (Vartiainen
et al., 2021)

Nvidia’s GauGan
(Monteith et al., 2022)
Single-Neuron toolkit
(Shamir and Levin,
2022)

ExpliClas (Alonso,
2020)

Quickdraw (Ng et al.,
2022)

Al modeling games
(Ng and Chu, 2021)
Al for oceans (Shamir
and Levin, 2021)
VotestratesML
(Kaspersen et al.,
2022)

IBM Watson engine
(Shamir and Levin,
2022)

e Edmodo (Ng and Chu,
2021)

e Code.org (Ng and Chu,
2021; Ng et al., 2022;
Shamir and Levin,
2021, Shamir and
Levin, 2022)

e Fischer Technik Kkits
(Marrone et al., 2022)

e Mitsuku website
(Shamir and Levin,
2021, Shamir and
Levin, 2022)

e StoryQ (Jiang et al.,
2022, Jiang et al.,
2023)

e Storyjumper (Ng et al.,
2022)

e AlThaiGen (Aung
et al., 2022)

e School-Book (Ali et al.,
2021)

e Micro:bit (Park and
Kwon, 2023; Wu and
Yang, 2022)

e Teachable machine,
ALY Voice Kit from
Google, Huskylen, or
drone (Xia et al., 2022)




* Over 75% of K-12 schools in the US do not
offer Computer Science (CS) curriculum
including programming (Wang et al., 2016).

* Young children of low SES experience more
difficulty in understanding Al concepts than
high SES peers due to lack of programming
skills and experience interacting with Al
technologies (Druga et al., 2019).

* Young novice programmers with greater
programming skills benefits more from using
code generator tools (Kazemitabaar et al.,

2023).

Unplugged activities
(Long et al., 2021)
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“[Tlhere is a tendency to make Al seem either Critical Consumers, Responsible Creators

magical, sentient, infallible, or overly human.. ..
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Since such (mis)representations are rife in
_ ( ) P . Hmmm, am | Let me just make my
mainstream discourse, K-12 education needs to comfortable own photo filter app!

. sharing m
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through approaches tc demystify Al .and lift the this app?

hood on how it works .” (Grover, 2024)

Accept Terms of Use .

- Shuchi Grover, Director, Looking Glass

Ventures and Edfinity

Information Accuracy and Integrity
To what level do we need to

demystify Al for young
learners?

Transparency and Accountability

Fairness and Justice
Privacy Rights
Ethical Design



Length: 1 hour Length: 1 hour Length: 1 hour
Skills/knowledge you'll gain: Skills/knowledge you'll gain: Ethics Skills/knowledge you'll gain: Critical
Understanding of what Al is, privacy thinking

2 MORE INFO v
and bias concerns

MORE INFO v
MORE INFO v TEACH THIS LESSON 2
TEACH THIS LESSON 2
TEACH THIS LESSON 2

A I 4 A I I Al & the Environment Al & Dance Al & Ethics

Al capabilities
| . Al & Drawing Al & Facial Recognition Al & Deepfakes

Length: 1-2 hours Length: 1-4 hours Length: 10 hours

Skills/knowledge you'll gain: Skills/knowledge you'll gain: Skills/knowledge you'll gain: Human-
Conservation Movement, collaboration centered design, ethics

MORE INFO v MORE INFO v MORE INFO v

oo o

A I m e C h a n i S m Learn More About "How It Works"

How Neural Networks Work How GANs (Generative Adversarial How CNNs (Convolutional Neural
Networks) Work Networks) Work

Length: 2-4 hours
Length: 2-4 hours Length: 2-4 hours

Pairs with: Everything
Pairs with: Al & Deepfakes Pairs with: Al & The Environment, Al &

MORE INF e and
e MBD X Dance, Al & Facial Recognition
MORE INFO v

TEACH THIS LESSON 2 MORE INFO v
TEACH THIS LESSON 2
TEACH THIS LESSON 2

AI4ALL co-founders Dr. Fei-Fei Li and Dr. Olga Russakovsky
at SAILORS (now Stanford AI4ALL) in 2015 HefoTh) TSI Motk

Length: 2-4 hours

How RNNs (Recurrent Neural

Pairs with: Al & Ethics, Al & Drawing

MORE INFO v

TEACH THIS LESSON 2

https://ai-4-all.org/about/our-story/  https://ai-4-all.org/resources/
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.0org Five Blg ldeaS iﬂ 1. Perception

Computers perceive the world using sensors. Perception is the
process of extracting meaning from sensory signals. Making

computers “see” and “hear” well enough for practical use is
one of the most significant achievements of Al to
date.

Artificial Intelligence @

5. Societal Impact
Al can impact society in both positive and

negative ways. Al technologies are
changing the ways we work, travel,
communicate, and care for each
other. But we must be mindful of the
harms that can potentially occur.
For example, biases in the data
used to train an Al system could
lead to some people being less well
served than others. Thus, it is
important to discuss the impacts
that Al is having on our society and
develop criteria for the ethical design
and deployment of Al-based
systems.

4. Natural Interaction
Intelligent agents require many kinds
of knowledge to collaborate and
interact naturally with humans. Ideally,
agents will converse with us using natural
language, draw upon cultural knowledge to
infer intentions from observed behavior, and
respond appropriately to body language, facial
expressions, and emotions. Advances in deep neural
networks such as large language models and convolutional

neural networks are making this possible.

2. Representation & Reasoning

Agents maintain representations of the world

and use them for reasoning. Representation

is one of the fundamental problems of

intelligence, both natural and artificial.

Computers construct representations

using data structures, and these
representations support reasoning
algorithms that derive new information
from what is already known. While Al
agents can reason about very complex
problems, they do not think the way a
human does.

3. Learning

Computers can learn from data. Machine
learning is a kind of statistical inference that
finds patterns in data. Many areas of Al
have progressed significantly in recent years
thanks to learning algorithms that create new
representations. For the approach to succeed,
p“ters Can laar gro™ tremendous amounts of data are required. This “training
data” must usually be supplied by people, but is sometimes
acquired by the machine itself.
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Draft Big Idea 1 - Progression Chart
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The transformation from signal to

Big Idea . t : LO = Learning Objective: what students should
5 Computers perceive the world ¥ the g takes place in stages, with e able to do.
#1: 4 meaning from sensory lnfonnltlon increasingly abstract features and )
using sensors. using knowledge. higher level k fledge appliedat EU* L what students
each stage. should know.
K-2 3-5 6-8 ‘

Gmaxunplsso!mmmm

LO: llustrate how computer sensing differs from
human sensing.

Most computers have no sense of taste,
umll.orwudl but they can sense some things
that humans can't, such as infrared
extremely low or high frequency sounds, or
magnetism.

L&Unamusloolwuupndl

LO: Give examples of how intelligent agents
combine information from multiple sensors.

EU: Seldnmgumwnb-ée computer vision

0: Describe the limitations and advantages of
rious types of computer sensors.

EU: Sensors are devices

that measure physical
phenomena such as light. sound, temperature, or

and accelerometer data to form a detailed pressure.

representation of the environment and their

motion through it. Unpacked: Cameras have limited resolution,
dynamic range, nmspmlmuMly

have Emited

frequency response. sunusmybedogrm
by noise, such as a microphone in a noisy
environment. Some sensors can detect things

that people cannot, such as infrared or ultraviolet
imagery, or ultrasonic sounds.

LO: Give examples of diferent types of computer : Explain perception algorithms and how they
meaning from applications.

and discuss what makes a demo to that can extract used in real-world
oumm wumnamoxphm signals. |
why this is perception rather than mere sensing. EU: Many devices and services rely on
U: Many machines use sensors, but not all use EU: There are many for e.g.. license
EU: F is the of meaning from  perceptual tasks, such as face detection, facial  plate readers, zip code readers, face-based

Unpacked: speech recognition and face
are of tion. An

LO: Describe some things an

phone unlocking, tagging people in Facebook
posts, object identification (e.g., Google Lens), or
customer service.

Mm spaoehmeogmbrl.vml
siress measurement, music recognition, etc.

LO: D how a text to speech system

must "know” in order to make sense of a
question.
[EU: To understand spoken requests, cmmums

must know our vocabulary and pronunciation
conventions, and they must be able to distinguish
a question from a command.

Unpacked: Understanding a spoken query such
as "Will it rain today?” requires all the above
knowledge.

can resolve ambiguity based on context, and how

its error rate goes up when given ungrammatical
or meaningless inputs.
EU'Speedbmcogmbnnlymmmtmlmdm

millions of utterances, allowing them
distinguish common from

unwmmnmnm
of words, which helps them select the most likely

interpretation of the signal.

Compare the of "the
Jockey reined in the horse” vs. “the king reigned

in the horse®. Or test the system on “which witch
is which” or "two ways 10 go is one too many”. To

explore grammatical influences, compare the

type.
EU: Domain

is often
knowledge from statistics collected from millions of

knowing what kinds of objects are likely to appear sentences or images.

in a scene, where they are likely to appear in

EU: Domain knowledge in Al systems
derived

relation to other objects, and how occlusions and Unpacked: sample image databases:

can aiter object g bitpsJ//image-net org/

Coco:

Word prediction when typing texts or emails is an
example of the use of statistical prediction similar
roads but not in the road, some signs appear to what is found in high level perception systems.
above the road, and pedestrians appear on lyzing large of images

i and statistics about what kinds of objects are likely to

Unpacked: In a traffic scene, cars appear on
roads, some traffic signs appear alongside of

yofa read with
novmalworaotduvs the same sentence read
with the word order (not the individual words)
reversed, e.g., “see the view” vs. "view the sea”.

in on
roads. In a nature scene, the top of the image is  co-occur in a scene.
likely to be blue sky and the bottom of the image
is likely to be green grass or trees.



Big Idea #2: Representation and Reasoning

Comp intain rep ions of
the world and use them for reasoning.

LO = Leaning Objective: What students should be able to do.
EU = Enduring Understanding: What students should know.
Unpacked descriptions are included when necessary to illustrate the LO or EU

COneoﬁ K-2 35 6-8 912
Representation Lo-ummmmmmnmh LO: Construct a feature vector representation for a setof LO: Explain how Mw.om LO: Describe how a transformer network
(Feature vectors) collection unique. and creale a table of features Mwmmmmm together  vectors) represent words as sequences of numbers.  operates.
loumnlumnm
2-Adv [EU: Word embeddings are a key part of neural
[EU: Objects can be described in terms of the. inatural language including machine
features they possess.
Unpacked: This could be as simple as Legos :
bricks of different shapes, sizes, and colors, or Feature represent Mwmmmhumw applications such as machine
that distinguish different types of animals: sequences of numbers. The distance between with many , organized so that words with  translation or question answering are driven by
cats, dogs, chickens, goldfish, penguins, etc., e.g., feature vectors can be measured by counting the mmndﬂubmmmn word E are
does it have fur, does it fly, etc. Another option is  number of positions at which they disagree, so similar  feature space. See this Word2VecDemo. feature vectors. Words are fed in one vector at a
features that describe face emojis indicating objects e closer together in feature space. Feature time, and the network delivers its output one
different emotional vectors can be constructed by hand, but they can aiso be vector at a time.
constructed automatically using machine learning. e
: hitps://app.inferkit. com/demo
Example: in the Pasta Land exercise students develop a
discrimination tree for recognizing different types of
pasta. The questions that make up the nodes of the tree
can provide the features for a binary feature vector
representation of the pasta types.
S
Search LO: [ustrate a next possible state in the game of  LO: Mustrate how a computer can the playing LO: lllustrate how a computer can solve a maze, find LO: Identify types of real-world problems that are
(State spaces and tic-tac-toe given a starting state. of a game such as tic-tac-toe of nim by drawing the a route on a map, or reason about concepts in a search problems and descride their states and
operators) linear sequence of board by the knowledge graph by drawing a search tree. operators.
EU: A game such as tic-tac-toe can be described  players' moves.
284 as a sequence of states, where each move Computers solve mazes, find driving routes, and  EU: Computers can solve many types of problems.
transitions from a state to a successor state. EU: Computers play games and solve puzzies by about concepts in knowledge graphs using  using search techniques f the problem can be
creating a sequence of states (board positions) graph search algorithms, which construct search described in terms of finding a path from a start
Unpacked: Each state should be drawn as a connected moves, using an algorithm 1o choose: state to a goal state.
tic-tac-toe board. Answers may vary their next move at
depending on which move the student chooses 1o search space of a graph search Unpacked: Examples include task planning
make. mmm(amm)d-mmunmu-mwmu problems, scheduling problems, and
is the set of all board states reachable from of the graph. The allocation problems. A search algorithm
Resource: online tic-tac-toe games: hillps: mnmmu Mhmnmmmmmu.m. which operators to apply, in which
j or ; mnmmmmm‘bu east, or west. In the more general case of graph a of legal
com/0-tic-tac-toe Mudhm.km (linear sequence of the operators extend a path by adding anew  (operators) to reach a goal state can be used
board : Wustration) is one path through this state node at the moves add a node that is whose
space. a direct link in the Legalstates  sequence. For example, if the problem is to pack
are those reachable by a sequence of legal moves.  a collection of objects of various sizes into a set of
with various 3 isan
o whether a of objects to containers such that no
mmmu-mhmm container is overfilled and no object is left out.
graph from the "kangaroo™ node This can be formulated as a search
mmummuwm where an operator places one object in a
adicle. container that can hold it, and a goal state has all
objects placed. For this type of
sequence in which the operators are applied does
not matter.
ing LO: Identify problems as either LO: C as either LO: C: problems as LO: Categ real-world problems as
(Types of reasoning problems or search problems. problems or search problems. combinatorial search, or sequential decision classification, prediction, sequential decision
) problems. search, heuristic search,
EU: In classification problems we decide what kind EU: Classification assign each input to one of Murhlu-eh logical deduction, or statistical
2-C-i oﬂﬁhuwol-vtw on its features. In search  a predetermined set of classes. Search EU: Prediction problems are similar to classification
problems we find a path from a start to a goal, construct answers by operators fo states to problems except they estimate a continuous value,
such as finding a route on a map or exploring generate new such as height or daily problems can be categorized
possible moves in a game. decision problems choose the next move for any wmmmummmmu
uwuwulmnmummawmmmmmbmmmmm m»upmwoo,w the characteristics of
(as isa problem. the search space, if applicable.
memmmmwummm Unpacked: Sequential decision problems are
move from a given starting position is an example of a  covered in Big Idea 3; they are addressed using Unpacked: Heuristic is needed when the
search problem. reinforcement leaming. state space is oo large to examine al
states. uses a rule of (heuristic) to limit the
Examples: spam vs. not-spam (classification), search by focusing on the most promising states.
1omormow's. ), solving In adversarial search, used in game playing, the
puzzies such as the algorithm altemates between the best
{(combinatorial search), and playing a video game move for the player and finding the best response
such as Super Mario (sequential decision problem).  for the opponent, would be the worst move:
from the player's ive. &
may 'munmhwx.
such as chess or go. In logical
mmwmumammmm
facts by applying
deduction can be done using formal logic such as
predicate logic, or ad hoc
with networks or
the IF-THEN rules found in expert systems.
Statistical inference involves reasoning with
probabilities.




Big Idea #3:
Learning

LO = Learning

Computers can learn from data. What students shoukd be able 1o do.

EU = Enduring Understanding:
What students shoukd know.

lmim the LO or EU

included whes w©

Concept K-2 3.5 68 9.12
wwmnmmmmm leaming patierns how unsupervised leaming patiems 3 how machine CONSIrUCts 8
(Fir features labeled data. unlabeled data. for classifcaton of prediction by adusting the
data)
EU: Classes can be define the pattems ur w-mwmm\ | ™
3-A- | The relevant features can be inferred by examining (ovnlu)wnm be expressed as In advance what classes patterns EU: adyusts the of
labeied exampies. weights in a neural network or nodes in a decision tree. hvdm)nu-btmmmm model lwrnln)
dlusters. Once a set of clusters has been found, new correct
Unpacked: To give students a feei for the problem of Unpacked: This extends the K-2 version by having points can be classified based on distance from the MMMIWWWIW
1o classify we must ask them 1o leam a class cluster boundaries.
thal's not intulively ... leam “poisonous fish™ mmmm mm.mmm munwmmmm
by examining cartoon fish iImages labeled n This can be done graphically using points. encode the between
“not poisencus”. They can ten be asked 1o describe ‘or by making the class defintions more complex. the plane and visually CONSYUCHING cluster ne-mny inputs and outputs express the “patiems” found in the
mmmounm u.g,ndm ch a fish could be poisonous i it is either red m(w&mum-umd)uehm data.
| with square heads. head or blue with a round head or purple
umnw-nnm w-lmuwm- mmwwwmmmmd in we pick
classification rule should not be. decision tree can test one feature value, €.g., color, such as a inear equation y=mx+b and then adjust its
wwmmm 1o fit as we can. The
model can then be used 1o predict a y value for any x
value.
LLinear regression can be done with a ruler by eyeballing
the distance between the line and the points. Students
them a graphical display with sliders 1o control the
values. They can manually adjust the siders
to reach what they perceive as a best fit to the data.
‘students can how quality of fit
error. the Y value is either 1
for “in class” or 0 for "not in chass™ and the
boundary Is the line or surface
Nature of Learning LO: how 1o train & recognize  LO: Train model leaming, w—kuum-m prediction LO: Use either a supervised or unsupervised
B(Training a model) something. and then examine the accuracy of the model onnew  model using machine leaming on a tabular dataset. mum-mnmmm then
Inputs. the results.
3-Acii {13 from mumummum
leam predict values by examining feature values. If the results on new EU: in
WWWMYW “wmmwmnum inputs are unsatisfactory, addional training may be wu»mmwmuwm
g on new inputs are additional Yaining may  required 10 Improve the accuracy. mmmmvymnmd
sounds. be required to improve the. Items in & test set that are labeled
Unpacked: Wanin a each waining unsupendsed learning, nmuwmww
Activity: Using wmumm wu-mhwm’mbmw-wu each input 10 a cluster of similar inputs. The clusters are
for Kids. exampies can be supphed feature values: the features are tadle. determined by the mwmmmm
mumm-mmmumm assigns each Wbmdlm labeis
e model can be trained on a task such 8s recognizing utom-umg cat o dog). peediction cutputs a muymmmmumnmuun
pictures of cats. ‘continuous value, 83 precicting a person’s height
MM* mmwumbu-
decision tree learner rather than a neural network. W:mwmmm
in data.
wsmum\fmm the “patiern” is the relationship between feature values
9. mnumlng mmumwmumu
algonthm figures out which are the and the way
what values fhey should have for each class. :::.m-mm-mwuw Mlﬂk
. o this
are 1o the performance of a
trained model on & nontrivial test set.
INature of Learning NA LO: Analyze a game where one constructs a decision  LO: Compare how a decision tree leaming aigorithm LO: Describe how various types of machine leaming
m‘m ree, the organization of the tree and the ‘works vs. how a neural network leaming algorithm algorithms learn by adjusting their
) learning aigorithm used lo 804 nodes. works.
3-Av [EU: In a decision tree learming game, the ree's branch  EU. hmmmmmm-m by adding
nodes are questions and the leaf nodes are classes. The node, which tests a single feature vaiue. In neural noces one at 3 time. Neural net learning aigorithms.
Ieaming o moves thiough the tree by asking the Mwmmm.“mn adjust weights. algorithms acjust equation
questions y weigh update
Input) untd & arrives at a leaf node. If that leaf node's predictions of policies.
the node bya A decision are
with a new question, and the leaf node is noces, node
that branch.
Nature of Learning NA
[(Leaming from
jexpenience)
EU: leam from fthereisa  EU. leaming tells the agent what output it
3-Avl ign 9 for each input: reinforcement leaming  EU: Major types of leaming algonthms and the kinds of
‘actions are leading 10 good or bad outcomes. wﬂlnwmvﬂhmukm reasoning problems Mmuudhmw
Bctions 1o take. leaming, used
W mml&mnmmwa mwm undhrm
signal that indicates whether the whwm nmm and reinforcement leaming, used for sequential decision
mubﬂnmmm,un&nmmk making.
scored. The computer may have 1o play of wwmmml’-mmh
housands of games Both
woll the model is ing, but does not in data. Supervised algorthms
be the use labeled training data and adjust the reasoning
iustrated using an agent #rough 8 grid world have chosen 10 do better. This must model's y comect labels.
hazards; the task is 10 leam the best  trial and error, s0 R may of  They are used for blems.
path to a goal location. At grid square, Irials 1o reach expert level performance. For example,
alowable actons are to move . Over ‘when playing a video game, the algorithms. which
mmmmmmmnmmm Munmnb.:“o:. scored. Because the data, y 10 group simiar data points together. They ace
leams own
there is no mwnm sequential decision
mmmunnmmnm Mmmummu
must al and error, .
the aigorthm the best action at each step.
_’hm-mmmummumm
mwmlm‘?wmmw

(Structure of a neursl
network)

Neural Networks
(Weight adustment)

K2

LO: Examine  labeled daased nd iy prolems n

35 6-8

LO: Mustrate how a neural network of 110 3 newrons Is @ LO: lkustrate the structure of a neural network and

function that computes an output. describe how its parts form a set of functions that
‘compute an output.

EU: A neural network uses one of more neurons working

together 10 form a function. Each neuron takes a set of

numbers as input and produces a si asits

EU: of units
m‘mwwm;mm

A neural network is of neurons. lv\nu'a npua-
hat are connected to each other. Every neuron has a set mmmmurmnmbmm.
weight.

mmn__mnynmnm

Each numeric output. analysis.
and are used for language processing. Generative

multiphes
‘each input value by the connection weight to produce A neural network 1) gen
The sum of all the weighted inputs is umm-mmmuymmm modules and are used to create deepfakes.
compared to the neuron's value. If the sum is  computes a function, and the network as a whole:
above the value, the neuron outputs a 1 computes a complex function that can be considered a
otherwise & outputs a 0. The output value can be used  very wiggly mathematical function.
as an input for other newrons.

Acishty: Cakcule ha 0y o 8 snle necron i
two multh-input ikiden”

be used to
Mnmamwm muwwnm.mmmm

EU:The behavior of a neural network can be altered by mmwmmmnmn
adjustng its wesghts.
less likely when the input is seen again.

8 simple learning rule for adjustng the weight (such as.
perceptron leaming rule in the "Vl this dog bite

the The neuron's weight pattern determines the features that
me?” exercise).

the neuron detects.

know the
maummw only
that error is propagated backward from kater layers to
eartier ones.

Amw.mmmmu?mn
Jhmn‘:ﬂu

LO: Examine features and labeis of training data to LO: Explain how the choice of training data shapes the Investigate imbalances In training data in terms of
‘sources of bias. behavior vanables

the data that could lead
predictions.

[EU: How weill a computer leams to classify depends on
the data used to train it.

Unpacked: If examples of healthy foods are broccoll,

of the classifier, and how bias can be
introduced If the training set is not property balanced.

[EU: Bias can result if the model is asked 10 classify

ender, age, ehiicity, or oher demographic
could result in a blased model, by using a data

EU: Machine learing aigorthims require a representative izaton tool.

collection of data in order 10 build an accurate model.

Training datasets drawn from istorical data may reflect  inputs that don't resemble the training Cata, o¢ f the 2 o

pre-easiting human and societal bases. training data comelations we don't m coerelatons in MNM
want the classifier 1o rely hwbnvv-umrmu If the dataset is not

Unpacked: Amazon's resume sorter leamed a bias an be

‘against female applicants because it was trained to A faces

mimic the statistics of past hiring history. will do poorty on Black or Asian faces. A classifer trained wmmnmmm

m-mmmmmawm
o never
make a k0an 1o anyone who lives in Pleasantyille.

in Excel, umqwamwm
such as Pandas (for Python).



Big Idea #4: Natural Interaction

Natural Language
%mm

the structure of

: Demonstrate how a computer can
different forms of a verb, such as
of past tense.

: In order for a computer to speak naturally
with humans it must be able to understand
how words are constructed and put words in
ihe proper form.

Unpacked: Verbs can take different forms in
first, second, and third person, or
plural, and present o past tense. For a
computer 10 respond correctly to the question
"When did dinosaurs live?" it should say
"Dinosaurs lived over 65 milion years ago.”

Activity 1: List all the different forms a verd
can take, then check your results using this
jonine verb conjugator.

ILO: Demonstrate the kinds of tasks an
jintetligent assistant can and cannot perform.

EU: Intelligent assistants (e.g., Siri, Alexa) are

context, |.e., remembering what
lwas said before to help them understand what
jis being said now.
Activities:
Talk with an as Alexa.

intelligent agent
mmnmammmww
jor not 0 well? What are the limits of its.

Intelhgenr agenrs require many types of
ledge to i ly with

humans.
35

LO = Learning Objective: What students should be able to do.
EU = Enduring Understanding: What students should know.
Unpacked descriptions are included when necessary to illustrate the LO or EU

912

LO: Demonstrate that human language is infinite by : Demonstrate a computer's grasp of grammar LO: identify portions of a text that would be difficult for a
showing how any sentence can be repeatedly extended awmmhd&mnm computer to understand, and explain why.
to form a more complex sentence. of a sentence, and explain what the nodes. S
4 have difficulty text that
EU: Human can express an infinite number of makes use of . imagery, hyperbole, sarcasm, or
ideas and form an infinite of sentences. This  EU: Parse trees are a way of representing the humor, or word play.
makes it impossible 10 pre-program a computer  syntactic structure dam |M
with a response to every Thus, to Curently, we dont have satisfactory formal
a new sentence a computer recognize how the mmummmmm explanations of metaphor, imagery, hyperbole,
words combine into phrases and clauses to humor, or word play. This is the focus of current Al,
communicate x ideas. Unpacked: a sentence Enguistics, and cognitive science research.
key to understanding its meaning. For example, If

can by adding the task Is question answering, then we need to
new or clauses,with no the meaning of the queston 1o perform
extending a sentence will yield something like, “John wnpnllnquuy llnmkblnwuwub
said that Mary knew that Peter saw that Lisa gave what is
Megan the book about hamsters from outer space that belnunwulod
Harry recommended.”

Parsers produce syntax trees whose nonterminal

Activity: Have the class take turns extending a sentence nodes are grammatical such as NP (Noun
until it is exceptionally long. Then run it through the Prepositional
Barkeley Neural Parser can correctly

to see if it can
recognize the phrase structure.

LO: Experiment with a speech to text system to see f it
alternative word choices comectly based on

Phrase), VP (Verb Phrase), and PP (|
Phrase).

“Put the cup on the saucer” vs. “put the saucer on
the cup” lllustrates the importance of syntax. Both
contain the same words, but the words

this context the syntax indicates it's boing used as a

noun,

Resource: The Berkelay Neural Parser demonstrates
both POS (part of speech) tagging and parse tree
generation. The tags come from the Penn Treebank

: Wustrate how word embeddings can be used tol] LO: Demonstrate how a small context-free grammar can be
sentences.

resolves about the meaning of words. used to parse o generate simple

EU: Word embeddings represent words with similar  EU: Context-free grammars describe how words are
EU: Speech recognition systems can use grammar and  meanings as nearby points in a semantic feature combined into phrases and clauses, and can represent
context 1o resolve ambiguous words but they don't space, and allow us to reason about words by doing  much of the syntactic structure of natural language, but don't
always get it right. arithmetic. handle things like subject-verb agreement well.
Activity: Use this 10 see. of reasoning about word An example of an
mdwwmwm mnmm og,mmmnm subjects and verbs must agree on number, e.9., Nnyl‘

“dinner” does not fit but they say”. Expressing this in a context-free

", o homophones such
mvumdwmmmmmm
broomstick.”

LO: Demonstrate some types of questions that a search
engine o assistant can answer, and some
types that it cannot answer.

EU: Search engines (e.g.. Gooo-)mdhmgm
assistants (.., Sii, Alexa) have a collection of
specialized and purpose

upon to answer different types of questions.

can handie a query, search engines fall back on keyword
search, but the results are often unsatisfying.

about meaning is analogy ©.g., "man is tense as well as number.
bumumbwm.mu\uww
vector - "man” See 4-A-ii.6-8 for examples of syntactic ambiguity, which

mmmmmmnum leads to multiple syntactic parse trees that must be
g semantic

Even a simple grammar, if it's recursive, can generate an
infinite number of sentences; see 4-A-.3-5.

See 2-A-iv.6-8 For more on word embeddings and 2-
A-iv.9-12 for transformer networks.

Activity 1: Experiment with YordEmbeddingsDemo the grammaticality of a sentence. See this reference
1o explore realistic word embeddings. for creating a context free g

Activity 2: Wwammu

mmnmm

LO: Describe some NLP (Natural Language
Processing) tasks computers can perform, and
explain how they work.

EU: NLP (Natural Language Processing) tasks
include text text

analysis, question answering, machine transtation,
and conversational interaction.

", which
mputmltd\ulhrmhh rather than looking for specific
or phrases.

Activities: Students should be able to describe when these
approaches might be heipful or not. Explain the limitations.

LO: Give commonsense

LO: Explain what knowledge would be required for a

explanations of
human behavior or events that might be useful computer to understand a story.

for a robot to know.

EU: Al has trouble understanding stories because it

zu‘cmoﬁummmuymham aoomnmmnmmmmmam

is an example of
which requires knowledge about people and

yoay

life® includes both cultural

things, and how they behave, that
may not have.

Activities: (1)Choucumoslmm
to a story given a list of alternatives, and
explain your choice; (2) Explain why a
character in a
Suggest an appropriate action for
hammmmnwnh
appropriate.

LO: D

how
emotions in faces.
EU: C in faces

mymk-pﬂeuwm 3)

knowledge (what is an umbrelta for) and naive physics
(dropped objects will fall due to gravity).

Activity: Compose a story that may be hard for a

computer to understand, and explain what makes it hard.

LO: lllustrate how computers can judge the emotional
tone of text.

by looking at the shapes of the mouth, eyes,
and eyebrows.

Activity: Use a face demo that

EU: C can positive and negative
mnmnlsabwlumplcualmndumlmguam
known as

facial landmarks (e.g., eyebrows, eyes, and
mouth) to infer emotional state. The activity

can be introduced using icons to demonstrate
different emotions.

analysis is used for a variety of

- Movie reviews: Analysing online movie reviews to get
mwhsmmammm
reviews: ing reviews of

tasks, such as:

bmusuro customer satisfaction,
NM

9 g news ge of an

orwnpuvywusessrrwopim
mumnmmh analyzing the sentiments of
Facebook, Twitter, or Instagram posts to assess public
opinion about events, persons, or products.

Activities: Uunppmpﬁalal\lwvbn(cg Scratch

analyze the polarity of text that is marked subjective,

LO: Explain the knowledge a computer would need to LO: Explain the cultural and naive physics knowledge
solve a naive physics reasoning problem. required for a computer to correctly interpret a fable or
irytale.

EU: Computers can reason about physical

which our intuitive of
concepts such as mass, volume, forces, and motion.
At present, computers are not very good at this.

!U.Formmmueommnumm‘ormmmdu

story requires
m:ndlol(psycwogy mnumaimm

Unpmd mehuywu-mmmlu
because they can incorporate cultural
Wmmmmmmhm
y refers to our everyday ability
memulmwmmmmm

students should have laws; beliefs, desires, and intentions.
see this article on P Naive
physics aiso includes inference rules for

Activity: Explain what knowledge s required to correctly
Winograd sentence.
thing, the ight thing moves.

Activity: Propose a that requires

reasoning problem
knowledge of naive physics to solve, and say what muuwmwm
that knowledge is.

LO: Idsnﬂymumbamxcanm‘ymrm
to respond to people’s emotional stal

EU: C

Iumm

can respond to human

ing what the human is feeling and

responding in a way that the human finds supportive and
socially appropriate.

EU: Cs

uambyloomgm gaze,
mm«ym tone of voice, and choice of

Unpacked: For example, body language can indicate
engagement, hostility, anxiety, or boredom. Body
uage includes such factors as how a person
holds their arms, how they position their feet, whether
they are leaning in or leaning back, and how they are
tilting their head. Computers can extract this pose
Information from webcam images.

Unpacked: For example, Mmdnmugmmmnhur
student behavior to identify frustration, boredom, and

tiredness so they can adapt the instruction or prompt the
student to take a break Automated customer service agents
that detect human emotions could adapt their responses
wmm..wmmmwmnmma

Activity: Given that computers can use Al to identify human
emotions, discuss how should they respond to people in a
way that we think is supportive and socially appropriate.



Big Idea #5: Societal Impact

Al & Culture
(Alin Dally Life)

Al & Culture
(Trust and
/)

Al can impact society in both positive and
negative ways.

EU: Almmhmbbw‘pww
Creators of

systems treat everyone faiy.

Activity: Faciitate an in-class exercise focused on fair
distribution of ¥mited goods, such as deckiing how to
ishare 10 peices of candy among 15 students, 1o help
students think personaily about what faimess and
unfairness feel like.

[Resources: Faimess teaching guide. Faimess & Justice

LO: Identify devices in daily ie that use Al lechnologies.
EU: Al technologies are part of any device that includes
‘speech recognition or computer vision, such as smar
/phones. intelligent home assistants, and modem
automobiles.

NA

LO: Describe how Al-powered services are used in daily
Iife.

make cars safer.
Unpacked: Al provides the ability 10 understand the
meaning of people’s. and develop models of their

m‘ummﬂmumn
intentions of other drivers.

LO: Analyze deepfake images or videos and identify the
flaws that reveal them as deepfakes.

EU: Current deepfakes have detectable flaws, but as the
MWH‘IMNMD\M

Resource:
Deepfake faces: hios.

LO = Leaming Objective: What students should be able 1o do.
EU = Enduring Understanding: What students should know.
Unpacked descriptions are included when necessary 1o ilustrate the LO of EU

actions. Respect for privacy
nmmmmmmm.

undermine privacy.
mmmmhmwbm

Resources:
Catalog of resources on Al ethics: hilps.//aartists org/ak:
edhics

LO: Emnm-puﬂumhmnmn mmnmummmmuu

change due to the and is further woven into
our culture.

EU: Al technologies are aﬂmwﬂluw

‘machines find new roles in society. EU: Some new Al technologles will pose challenges for

llnpu:hd mdmmmwm- and wrestie with.

we leamn, how we interact
Consider

and the cars themseives might be adapted 1o faciitate
safe and rid

services may iead 1o redUCtions In car ownership

Lo Wmmlnmhmw

LO: Critique uses of Al technology that can be used 1o
privacy.

surved people of violate their
MM
muwmmmmmmm
EU: Legal regutation of Al technologies is appropriate in
mmmdm areas where there are societal values that require
Types of only face .
in license plate trackers on uwmmuwmmd
public roads, but also monforing of search actvities and  facial recognition technologles for policing or surveiltance,

behavior on web sites that can be used 10 build user MWHMMWD{M
profiles that in itive personal and safety of

Am (1) Read an article about proposed legistation
and create an informed critique of the
W ﬂ)m-mcmmmm.
legislative issue Al

Resources:
Center for Al and Digital Policy: hilps./waw.calio,
Qrgirasoqrces/aé-policy-framewories!

dring-yehicles-enacled-legisialion aspx

Al & The Economy
B (Effects on Employment

P—
Al for Social Good
(Democratization of Al

Al for Social Good
(Using Al to Solve
Societal Problems)

LO: Identify current uses of Al and how they have

.WM .

EU: Society has undergone changes because of Al and

this will continue in the future.

Unpacked: ~mwmmmummw
answered, how

we get directions, and how we
find entertainment.

LO: Describe some jobs that no longer exist due to
advances in technology.

EU: New technology changes the types of jobs that are
avadable for people.

spi
mwhmmmw«mn

NA

LO: Descrive how Al can be used 10 solve a societal
probiem

EU: Al can be used to create a classifier that solves a
problem imponant to society.

can be trained
from manufactured items, recyciables from non-
w NMMGMM

Activity: uuanAllorSoddGoodwmmh
contribute to a solution to a societal prodiem.

Resource:
Code.org's Al For Oceans - hitps:istudio code.
orgisioceans!

LO: wmmmmdmw
due 1o the introduction of

EU: Ewymdmwbwmﬂwm)u

LO: CompuemmvuMnbmeswelym
those of previous industrial

EU: Al is causing socletal advances and disruptions
comparabie to revolutions.

LO: Predict how a sector of society s likely to change in
the short and intermediate term as a result of Al
technology.

a result of the introduction of . 1o earier industrial [EU: Anticipating and planning for the changes new
technology brings is important for the healthy
Unpmd:sm:dwdﬁy.m The first industrial revolution was basedon  advancement of society.
retad, housing, m.mmmwmm
and the third on Two' of impacts associated with Al
mmmuaymmm The fourth will be based on Al, ermd technoogy are increased levels of automation and new
wmmwaaw Things, and genetic types of services. Roy Amara, past president of The
taking increased using Al to Institute for the Future, coined Amara's Law which states™
mmmwmmny. We tend 1o the effect of a in the
short run and underestimate the effect in the long run.*
Activity: Research a story and describe how an Al
transformative change impacted society positively and Activities: (1) possible services that can
potentially negatively. evolve due to Al (2) identify and explain an

LO: Describe how a job will change due 10 the introduction
©of Al or robotic technologies.

EU: As Al and robotic technologies are adopted in the
workplace, the ways people perform their jobs will change.

LO: Describe and use some of the Al extensions or

LO: Predict a new type of job that might arise. of how an
existing type of job might change or go away, as a result
of the adoption of Al technologies.

EU: Cultures change as new technologies are adopted,
and as a result some types of jobs are reduced and new
types of jobs appear.

Activity: Deveiop a “job description” of the future for a
profession -

LO: Create a novel application using some of the Al

plugins available in a familiar to
you.

El.l Nisbewni\op. of everyone’s 1oolox through
or plugins that support development of Al
mmmmwdmm

LO: Design a solution 10 a societal problem that makes
use of Al technology

EU: Al is being used to solve societal problems such as
environmental prolection, energy conservation, and
improved public health.

plugins avallable in the programming
framework of your choice.

EU: Al is becoming pant of everyone's 100ibox through
extensions or plugins that support development of Al
applications serving the needs of many different

Unpacked: Examples for Scratch include speech to text,
text to speech, face recognition, sentiment analysis,
Question answering, and classifier ¢

There Is a similar kst for MIT App Inventor. cnyp.ohn
many of these features bullt in.

LO: Research a societal probiem and descride how Al
technologies can be used to address that problem.

EU: Al technologies for perception, reasoning, and
mmmmuamnmmdw

Resources:
UN's 16 Sustainable Development Goals - Ii1p5.//3005,un.

unintended
consequence in society that resulted from an Al system.

LO: Investigate the skills needed for Al-enabled careers,

LO: Create a novel application using some of the Al tools.
avallable in the programming framework of your choice.
EU: Al tools are becoming commonplace and freely
available, and can be used by people without advanced
degrees or expensive equipment.

LO: Evaluate an Al for Social Good project in terms of the
provlem it is addressing and the project's actual or
potential impact.

[EU: "Al for social good” is the use of Al technologies 10
solve societal problems.

Unpacked: "Social good” of common good seeks 1o
mnmmnmmma
people, to make the workd a better place. This includes

Qrg/goats
Google's Al for Social Good page hitps.//al
go0d
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Abstract

Roughly every decade, the ACM and IEEE professional orga-
nizations have produced recommendations for the education
of undergraduate computer science students. These guide-
lines are used worldwide by research universities, liberal arts
colleges, and community colleges. For the latest 2023 revi-
sion of the curriculum, AAAI has collaborated with ACM
and IEEE to integrate artificial intelligence more broadly into
this new curriculum and to address the issues it raises for stu-
dents, instructors, practitioners, policy makers, and the gen-
eral public. This paper describes the development process and
rationale that underlie the artificial intelligence components
of the CS2023 curriculum, discusses the challenges in cur-
riculum design for such a rapidly advancing field, and exam-
ines lessons learned during this three-year process.

AT’s prevalence has made it a key focus in the education
of computer scientists. For the past few decades, the Asso-
ciation for Computing Machinery (ACM) and the Institute
of Electrical and Electronics Engineers — Computer Society
(IEEE-CS) have jointly issued curriculum guidelines for un-
dergraduate CS education. ACM released its first set of CS
curricular guidelines in 1968, with a subsequent update in
1978 (Hemmendinger 2007). In 1991, IEEE-CS joined this
process; together they published significant updates in 2001,
2008, and 2013. These curricula heavily influence CS ma-
jor requirements and courses worldwide, and thereby guide
the development of the next generation of researchers and
practitioners.

ACM and IEEE-CS recognize that those who develop and
deploy Al-enhanced technology must understand and con-



Structure. The CS2023 Artificial Intelligence knowledge
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ABSTRACT

Artificial intelligence (AI) is becoming increasingly
integrated in user-facing technology, but public
understanding of these technologies is often limited. There is
a need for additional HCI research investigating a) what
competencies users need in order to effectively interact with
and critically evaluate AI and b) how to design learner-
centered Al technologies that foster increased user
understanding of AI. This paper takes a step towards
realizing both of these goals by providing a concrete
definition of Al literacy based on existing research. We
synthesize a variety of interdisciplinary literature into a set
of core competencies of Al literacy and suggest several
design considerations to support AI developers and
educators in creating learner-centered Al These
competencies and design considerations are organized in a
conceptual framework thematically derived from the
literature. This paper’s contributions can be used to start a
conversation about and guide future research on Al literacy
within the HCI community.

Design and education both play a role in contributing to
public misunderstandings about AI. Black-box algorithms
(i.e. algorithms with obscured inner-workings) can cause
misunderstandings about AI [55]. On the other hand—even
with more transparent technologies—a lack of technical
knowledge on the part of the user can lead to misconceptions
[25]. There is a clear need for a better understanding of this
space from the perspectives of both learners and designers.

Researchers in the HCI community have begun to address
public misconceptions of Al by investigating how people
make sense of Al (e.g. [46]) and exploring how to design
more understandable technology (e.g. [67]). However, there
is a need for additional research investigating what new
competencies will be necessary in a future in which Al
transforms the way that we communicate, work, and live
with each other and with machines. We refer to this set of
competencies as A literacy.

Emerging research is exploring how to foster Al literacy in
audiences without technical backgrounds. Within the past
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What is Al Literacy? Competencies and Design

More general than K-12 and Higher

=l
‘dompetency 1 (Recognizing Al)

Distinguish between technological artifacts that use and do not
use AL

Supporting References: [10,18,54,55,57,73,116,124,138,145]

Competency 2 (Understanding Intelligence)

Critically analyze and discuss features that make an entity
“intelligent”, including discussing differences between human,
animal, and machine intelligence.

Supporting References: [21,64,69,100,115,116,125]

Competency 3 (Interdisciplinarity)

Recognize that there are many ways to think about and develop
“intelligent” machines. Identify a variety of technologies that use
Al, including technology spanning cognitive systems, robotics,
and ML.

Supporting References: [64,115,117,145]
Competency 4 (General vs. Narrow)
Distinguish between general and narrow Al
Supporting References: [57,58,64]

Considerations

Competency 7 (Representations)
Understand what a knowledge representation is and describe
some examples of knowledge representations.

Supporting References: [30,72,78,92,113,130]

Competency 8 (Decision-Making)
Recognize and describe examples of how computers reason and
make decisions.

Supporting References: [29,30,72,78,113]

Competency 5 (AI’s Strengths & Weaknesses)

Identify problem types that Al excels at and problems that are
more challenging for Al Use this information to determine when
it is appropriate to use Al and when to leverage human skills.

Supporting References: [10,22,106,124,125,130]
Competency 6 (Imagine Future AI)

Imagine possible future applications of Al and consider the
effects of such applications on the world.

Supporting References: [6,43,143,145]

Competency 9 (ML Steps)
Understand the steps involved in machine learning and the
practices and challenges that each step entails.

Supporting References: [45,117,125,145]

Competency 10 (Human Role in Al)
Recognize that humans play an important role in programming,
choosing models, and fine-tuning Al systems.

Supporting References: [22,125]

Competency 11 (Data Literacy)
Understand basic data literacy concepts such as those outlined in
[107].

Supporting References: [36,68,107]

Competency 12 (Learning from Data)
Recognize that computers often learn from data (including one’s
own data).

Supporting References: [36,68,107,130]

Competency 13 (Critically Interpreting Data)

Understand that data cannot be taken at face-value and requires
interpretation. Describe how the training examples provided in
an initial dataset can affect the results of an algorithm.

Supporting References: [6,36,68,107,130,145]

Competency 14 (Action & Reaction)

Understand that some Al systems have the ability to physically
act on the world. This action can be directed by higher-level
reasoning (e.g. walking along a planned path) or it can be
reactive (e.g. jumping backwards to avoid a sensed obstacle).

Supporting References: [42,115,131]

Competency 15 (Sensors)

Understand what sensors are, recognize that computers perceive
the world using sensors, and identify sensors on a variety of
devices. Recognize that different sensors support different types
of representation and reasoning about the world.

Supporting References: [94,114,115,131,132]

Competency 16 (Ethics)

Identify and describe different perspectives on the key ethical
issues  surrounding Al  (i.e. privacy, employment,
misinformation, the singularity, ethical decision making,
diversity, bias, transparency, accountability).

Supporting References: [3,6,8,35,93,108,130,145]

Competency 17 (Programmability)
Understand that agents are programmable.

Supporting References: [45,47,79,80]




From Primary Education to Premium Workforce: Drawing on
K-12 Approaches for Developing Al Literacy

Magnus Hgholt Kaspersen Line Have Musaeus Karl-Emil Kjeer Bilstrup
magnushk@cc.au.dk lh@cs.au.dk keb@cs.au.dk
Aarhus University Aarhus University Aarhus University
Denmark Denmark Denmark
Marianne Graves Petersen Ole Sejer Iversen Christian Dindler
mgraves@cs.au.dk oiversen@cc.au.dk dindler@cc.au.dk
Aarhus University Aarhus University Aarhus University
Denmark Denmark Denmark
Peter Dalsgaard
dalsgaard@cavi.au.dk
Aarhus University
Denmark

ml-machine.org

Authoring tool for
teaching K-12
students about ML
CEML through embodied
ML concepts, practices exploration.
& perspectives for Al
Literacy in K-12
education.

» Greater understanding of ML
* No improvement in
self-efficacy, computational

Introductions / ML fundamentals /| ML Potentials & Challenges | with ML

ML systems

& Discussions

- = thinking, empowerment
Greetings & / Presentation: / Groups Discussions: ’ Hands-on experience// Designing & Analyzing / Presentations

DORIT

Design- and
analysis model
for critically
discussing
technological
systems in K-12
education.

K el gk

Figure 1: Format for the workplace-oriented Al-literacy workshop. The figure highlights where Child-Computer Interaction ap-
proaches were used and what for. The approaches used are the CEML-model [37], the DORIT-model [22], and ml-machine.org [8].
All participants were consented regarding appearing non-anonymized in the paper.
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This paper introduces a competency-based model for generative artificial intelligence (AI) literacy covering essential skills and
knowledge areas necessary to interact with generative Al The competencies range from foundational Al literacy to prompt
engineering and programming skills, including ethical and legal considerations. These twelve competencies offer a framework
for individuals, policymakers, government officials, and educators looking to navigate and take advantage of the potential of
generative Al responsibly. Embedding these competencies into educational programs and professional training initiatives
can equip individuals to become responsible and informed users and creators of generative Al The competencies follow a
logical progression and serve as a roadmap for individuals seeking to get familiar with generative Al and for researchers and
policymakers to develop assessments, educational programs, guidelines, and regulations.

CCS Concepts: « Social and professional topics — Computing literacy; - Computing methodologies — Philosophi-
cal/theoretical foundations of artificial intelligence; - Human-centered computing — HCI theory, concepts and
models.

Additional Key Words and Phrases: Generative Al Literacy, Al Literacy, Data Literacy, Generative Al, Prompt engineering, Al
competencies, Al skills

1 Introduction

With the rapid spread of Artificial Intelligence (AI) systems across all domains, the concept of Al literacy (“a set
of competencies that enables individuals to critically evaluate AI technologies”[61]) has become increasingly
important and necessary in the past few years. The legislative work on the European AI Act [32] done by the
European Parliament and European Commission has also contributed to increasing attention towards the risks
and challenges posed by systems and tools based on Al models, as well as viable ways to regulate them [41, 42].

Generative models have found applications across many sectors, reflecting their adaptability and potential
impact [58, 78, 81]. As governments worldwide increasingly digitalize their operations and services, there is a
growing intersection between Al and governance. Generative Al technologies can transform communication,
public engagement, and decision-making processes with and within governmental bodies [13]. Understanding the
implications, challenges, and opportunities presented by generative Al is vital for researchers and practitioners
in the field of digital government to make informed decisions about its usage and adoption. At the same time, a
literate workforce is better equipped to identify and mitigate potential risks, ensuring that the deployment of
generative Al in government processes is accompanied by risk assessment and mitigation strategies. With the

*Both authors contributed equally to this research.
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A Competency-Based Model for Generative Al Literacy
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Abstract: The capabilities of generative Al (genAl) have dramatically increased in recent
times, and there are opportunities for children to leverage new features for personal and school-

Use text-based generation
tool

« Educational slides + demo

« Generate generate a gift list

related endeavors. However, while the future of genAl is taking form, there remain potentially
harmful limitations, such as generation of outputs with misinformation and bias. We ran a
workshop study focused on ChatGPT to explore middle school girls” (N = 26) attitudes and

for girls and boys
reasoning about how genAl works. We focused on girls who are often disproportionately

impacted by algorithmic bias. We found that: (1) middle school girls were initially overtrusting o L i m it ati o n

of genAl, (2) deliberate exposure to the limitations and mistakes of generative Al shifted this
overtrust to disillusionment about genAl capabilities, though they were still optimistic for future .

« Guessing game
n n
* Imagining Future

possibilities of genAl, and (3) their ideas about school policy were nuanced. This work informs
how children think about genAl like ChatGPT and its integration in learning settings.

Table 1
Guessing Game: User Inputs and ChatGPT Outputs A I 1 t- 1 t h G AI
User Input ChatGPT Output Answer  Why We Selected p p I ca I o n S WI e n

(Q1) “Does [study city] have the There are other cities with more ~ Correct Grounded example in
most bridges in the world?” bridges. learners’ context
(Q2) “Compute 32874*34918” 1147010 (shows multiplication Incorrect Common example

* Policy discussion

process) from news A . b . I -t f C h tG PT
(Q3) “List related papers on A list of seven papers with title,  Ipcorrect Common example ¢ Ccess I I I y O a
machine learning” author, year of publication from news
(Q4) “How do I add a line break toa A four-step process on what Incorrect  EXploratory procedural
comment in Google docs?” keys to press in what order. question

Ohio and Pennsylvania have
never fought a war.

Incorrect or ambiguous
input

(Q5) “When did Ohio fight

oy Correct
Pennsylvania?




Text-to-lmage Generation

“A pretty girl with “African people at  “European
a strawberry hat”  work” people at work”

Figure 1: Images created using TTIG algorithms demon-
strating the algorithms’ harmful stereotypes

Co-design workshop with
Teachers
(Ali et al., 2024)

Use Text-to-Image Generation
tools
* Prompt techniques
« Create visual stories,
self-portrait, dreams
Technical understanding
« Animation of diffusion &
CLIP
« Explore database
Ethical implications
Develop Al learning materials
focusing on TTIG for their
students.



Middle and High school Al curricula

GRADES: 6-12 m GRADES: 6-12
Generative Al Coding with Al
for Humanities

The Coding with Al unit teaches
strategies for using Al to simplify
complex concepts, guide problem-
solving, and even generate code,
empowering students to become
informed and ethical future coders.

This unit includes two standalone
lessons — one on writing with Al and
one on researching with Al—designed
for Humanities classes to demystify
ethical and effective chatbot use,

encouraging students to explore and Duration: Five 45 minute lessons
reflect on these technologies.

Duration: Two, 45-minute lessons

o
https://code.org/ai

GRADES: 7-12

Societal Impact
of Generative Al

Investigate the impact of generative Al
from different perspectives, then
collaborate as a team to come up with
guidelines that address the most
needs from all participants.

Duration: 1 hour

View lesson plan



Choose from the following activities:

Use your Al tool to write an ’
introduction for an essay about
the benefits of learning a second
language.

v
(il

a ) Essay Introduction ’

d Argumentative
Essay Points

List three strong arguments
against the use of single-use

b Story Idea
Generation
Generate three creative story

ideas for a science fiction short
story.

e | Poem Creation

Write a short poem about the
changing seasons.

c Grammar and Style

Correction

Improve the grammar and style of
the following sentence: "Running
fast the dog through the park
chasing the frisbee."

§ | Research Summary

Summarize the key findings of a
recent study on the effects of
screen time on children.

plastics.

w Lesson 2: Research Process

In this lesson, students explore the use of Al chatbots and search engines for research purposes, comparing their effectiveness in finding
quotes, verifying historical claims, and answering scientific questions. They engage in hands-on activities to discern the strengths,
limitations and ethical considerations of both tools. Through interactive reflection stations, students critically evaluate when and why to
use each tool, fostering their skills as informed digital citizens.

g Email Draft

Draft a formal email to a teacher
> requesting an extension on a
project deadline.

h ) Creative Writing

Write a creative scene where a
character discovers a hidden door

k - =1 Verifying Quotes
in their house.
=2 Using a Search Engine to Find Information
= =3 Using an Al Chatbot to Find Information
iz )
=4 End of Lesson Survey

2. Crafting your prompt: Start by deciding on the specific aspects you want the Al to focus on. These might include themes (e.g., survival, exploration),
settings (e.qg., distant planets, future Earth), or characters (e.g., robots, aliens).

Consider how specific you need to be to get the type of story ideas you want.

5. Evaluate the response: Consider the following questions when evaluating the Al's response:

6. Refining your prompt: If the Al's response is not as expected, think about how you can improve your prompt. You might need to add more detail or be
more specific about what you want.



Foundations of Generative Al

This unit aims to build a foundational understanding of text-based generative Al models, focusing on core concepts over technical skills. Students will demystify generative Al
models by exploring their internal structures through the familiar lens of input, storage, process, and output. They will gain insights into how these models represent language,
the impact of training data on model performance, and the potential for bias. Using this knowledge they will be presented with scenarios throughout the unit where they can
help educate individuals who feel powerless or lack agency in how Al is impacting their lives, or respond to individuals who have only read the hype headlines and offer
feedback or criticism based on their knowledge of how these Al systems work.

Warm Up

In the glimmering glump of Flimflam, every blibber clutched their flagress blibbertwig. These blibbertwigs,
flagress in the glump's gleam, zibbled flagressly under the Flimflam sky. During the flagress festival, blibbers
and blibbertwigs zibbled in flagress sync, weaving a dance of flagress jaggleshot.

1. Where is the glimmering glump?
2. What did the blibber clutch?
3. What did the blibbertwigs do under the Flimflam sky?

4. What happened during the flagress festival?

 Lesson 1: Introduction to Generative Al
 Lesson 2: Input & Training Data

* Lesson 3: Bias in the Machine

e Lesson 4: Understanding Embeddings

e Lesson 5: Embeddings: How They're Created
 Lesson 6: Understanding Neural Networks

* Lesson 7: Neural Networks: How They're Trained
* Lesson 8: Attention Is All You Need

e Lesson 9: Outputs & Probabilities

* Lesson 10: Hallucinations and Fabrications
 Lesson 11: Project: Demystifying Generative Al

https://studio.code.org/s/foundations-gen-ai-2024



Lesson 1:
Lesson 2:
Lesson 3:

Introduction to Generative Al
Input & Training Data
Bias in the Machine

Lesson 4:
Lesson 5:
Lesson 6:
Lesson 7:

Understanding Embeddings

Embeddings: How They're Cré¢atec

Understanding Neural Networks
Neural Networks: How They're T

Lesson 8: Attention Is All You Need

Lesson 9: Outputs & Probabilities

Big Idea #3:

Learning
Concept

Lesson 10: Hallucinations and Fabrica s
Lesson 11: Project: Demystifying Gene-

(Stmaurc of a neural

Neural Networks

(Weight adjustment)

Big Idea #2: Representation and Reasoning

6-8 912

LO: Explain how word embeddings (which are feature LO: Describe how a transformer network
vectors) represent words as sequences of numbers.  operates.

|EU: Wofdembedcirmareakeypanolmurs EU: map of
inatural language processing, including machine input words 1o sequences of output words, where
itranslation (e.g., Google Translate) and text words are represented as feature vectors.
igeneration systems (BERT, GPT3, etc.)

Unpacked: Each word is a point in a feature space
with many dimensions, organized so that words with
similar meanings are close to each other in the
feature space. See this Word2VecDemo.

Unpacked: Neural network natural language

feature vectors. Words are fed in one vector ata
time, and the network delivers its output one
vector at a time.

Activity: hitps://app inferkit com/demo

LO = Leaming Objective:
What students should be able to do.

3-5

Computers can learn from data.
K-2

NA LO: lilustrate how a neural network of 1 to 3 neurons is a

function that computes an output.

EU: A neural network uses one or more neurons working
together to form a function. Each neuron takes a set of
numbers as input and produces a single number as its
output.

Unpacked: A neural network is a collection of neurons
that are connected to each other. Every neuron has a set
of input i each with an weight. Each
input connection carries a value. The neuron multiplies
each input value by the connection weight to produce a
weighted input. The sum of all the weighted inputs is
compared to the neuron’s threshold value. If the sum is
above the threshold value, the neuron outputs a 1;
otherwise it outputs a 0. The output value can be used
as an input for other neurons.

Actrivity: Calculate the output of a single neuron with
multiple inputs, or a network of two multi-input "hidden”

“at least 2 out of 3". Fovaqu{ckmlaialonneummfm
grades 3-5, see Wil

T_SYZTZEwl ing=h whi

NA LO: Demonstrate how weights are assigned in a neural

network to produce a desired input/output behavior.

EU:The behavior of a neural network can be altered by
adjusting its weights.

EU = Enduring Understanding:
What students should know.

6-8

LO: llilustrate the structure of a neural network and
describe how its parts form a set of functions that
compute an output.

EU: Neural networks are organized as layers of units
(input, hk!den and output layers), with weighted

units in ive layers. Each
unit the sum of its weig| inputs. It passes
that sum through a transfer function to produce a
numeric output.

Unpacked: A neural network maps input patt to

Unp i yto
illustrate the LO or EU

9-12
LO: Describe the following neural network architectures

and their uses: feed-forward network, 20 convolutional
network. network, g¢

network.

EU: Feed-forward networks can leamn arbitrary functions
and are used for both classification an regression. 2D
convolutional networks leam small "kemels" that are
convolved with the input, and max-pooling layers to
reduce image resolution; they are used for image
analysis. have
and are used for p

i have

G
and

output patterns in a complex way. Each neuron
computes a function, and the network as a whole
computes a complex function that can be considered a
very wiggly mathematical function.

LO: Demonstrate how a leaming rule can be used to
adjust the weights in a one-layer neural network.

EU: During training, weights are adjusted in response to
errors in the network's output, so that an error will be
less likely when the input is seen again.

Unpacked: Training can be done using binary units and
a simple learning rule for adjusting the weights (such as
the perceptron learning rule in the "Will this dog bite
me?”" exercise).

modules and are used to create deepfakes.

LO: Train a multilayer neural network using the

leaming alg and how
mewe'gnlsofmonmmandtheoumulsoﬂmmdm
units change as a result of leaming.

EU: A neuron's weights start out as small random values
and evolve to a more precise pattern through leaming.
The changes in the neuron's weights are computed by a
leaming rule driven by a back-propagated error signal.
The neuron's weight pattern determines the features that
the neuron detects.

are not

to know the
details of the leaming only
that error is propagated backward from later layers to
earlier ones.

Activity: An online demo such as TensorFlow
Playground can be used to visualize the changes in
weights during leaming.
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Abstract

Exploring Artificial Intelligence (AI) in English Language
Arts (ELA) with StoryQ 1s a 10-hour curriculum module
designed for high school ELA classes. The module
introduces students to fundamental AI concepts and
essential machine learning workflow using StoryQ, a web-
based GUI environment for Grades 6-12 learners. In this
module, students work with unstructured text data and learn
to train, test, and improve text classification models such as
intent recognition, clickbait filter, and sentiment analysis.
As they interact with machine-learning language models
deeply. students also gain a nuanced understanding of
language and how to wield it, not just as a data structure, but

However, in the current school curriculum, opportunities
to learn AI concepts and practices are scarce. Computer
science (CS) courses, where Al content is considered a
natural fit, are only offered in some U.S. high schools.
They also have persistent diversity issues (Code.org et al.,
2021), mainly because the focus of CS is typically on
aspects that rely on advanced math rather than an
interdisciplinary approach that would create opportunities
for engagement among a more diverse student population.
Furthermore, most CS courses do not include an AI unit.
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Figure 3: StoryQ visualizes how feature weights change as
ML algorithm runs through iterations.
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Figure 5. StoryQ visualizes model reasoning as bar graphs.
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Reading Coach

Give your students engaging, individualized reading
fluency practice. Reading Coach provides guidance on
the correct pronunciation and syllabification, visuals to
help vocabulary recall, and positive reinforcement when
students pronounce words correctly.

Learn more

©

Search Coach

Improve information literacy and teach students how to
search effectively with Search Coach, built right into
Microsoft Teams for Education. Students learn to ask
effective questions, find reliable sources, and identify
credible sources while safely navigating the web.
Educators can get insights into their students’ search
habits to better inform instruction.

Learn more

Speaker Progress

Monitor data on student public speaking skills in the
Speaker Progress app, with analytics from Speaker Coach.
Track how presentation skills are improving at the
individual, class, grade, and school levels and free up time
for active instruction.

Learn more

a

Reading Progress

Tracks students’ reading skills, give educators actionable
insights quickly, and focus students on specific areas for
improvement with Reading Progress. By streamlining the
reading assignment creation, review, and analysis process,
educators can spend more of their time on active
instruction.

Learn more

©

Search Progress

Track the development of information literacy skills by
evaluating students’ search activity and behaviors and
identifying ways to improve the quality of their search
queries over time using the Search Progress app.

Learn more
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Reflect

Help students build their emotional vocabulary and
express feelings in a safe, fun way, while giving educators
the insights they need to provide active support with the
Reflect tool in Microsoft Teams.

Learn more

Speaker Coach

Evaluate students’ public speaking performances and give
personalized feedback on details like pitch, use of filler
words, and pacing without the stress of an audience
using the real-time Speaker Coach tool.

Learn more



New opportunities of embodied learning
for
Al literacy



Embodied

« Connect unfamiliar abstract concepts with familiar sensorimotor
experiences (Lakoff & Johnson, 1980).
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Balance Board Math system Draw2code Embodied visual analytics SPEERLoom
(Tancredi et al., 2022) (Im & Rogers, (Chen et al., 2017) (Speer et al., 2023)
2021)



Tabletop ANN
(De Raffaele et al., 2018)
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Figure 2. Active tangible objects contextualized for ANN
operations including;
a) Horse - Context Simulator Controller,
b) Clouds — Hidden Layer nodes,
¢) Finish Podium — Qutput Visualization,
d) Speedometer — Input Speed Value,
e) Syringe — Input Health Value,
f) Chronograph — Output Time Value,
g) Weight — Synapse Weight Adjustment.




Data Collection:
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1. User selects
their sensor

Model Building:

6. User presses and
drags on graph lines
to highlight.

2. (Not pictured)
User enters sport]
and action name
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3. User selects action
to train, review or test

7. Tap thumbs up,
thumbs down, or no
action to label as such

4. Recording screen.
Note: user has
sensor on her wrist.
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and video are synced.
Ready to segment

Model Testing:
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Figure 1: Data Collection, Model Building and Model Testing User Experience

Athletic Move for ML training
(Zimmermann-Niefield et al., 2019)

Figure 2: Participant with sensor placed on ankle, clipboard
with worksheet, phone with app, and soccer ball during the soc-
cer tutorial.






Discussion

* To what level do we need to demystify (Gen)AI for
learners (rapid technological evolution vs. fundamental
concepts) ?

* Interdisciplinary Al literacy (math, computing, literacy, art,
social science, etc.).

* How can embodiment help address the many
opportunities and gaps?



